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Abstract

We discuss the task of machine-checking the proof of a simple compiling
algorithm. The proof-checking program is LCF, an implementation of a logic
for computable functions due to Dana Scott, in which the abstract syntax
and extensional semantics of programming languages can be naturally
expressed. The source language in our example is a simple ALGoOL-like
language with assignments, conditionals, whiles and compound statements.
The target language is an assembly language for a machine with a pushdown
store. Algebraic methods are used to give structure to the proof, which is
presented only in outline. However, we present in full the expression-compiling
part of the algorithm. More than half of the complete proof has been machine
checked, and we anticipate no difficulty with the remainder. We discuss our
experience in conducting the proof, which indicates that a large part of it
may be automated to reduce the human contribution.

INTRODUCTION
In this paper we describe our experiences in trying to use a mechanized
version of a logic for computable functions, LcF (Milner 1972a,b; Weyhrauch
and Milner 1972), to express and formally prove the correctness of a compiler.
This logic is based on the theory of the typed lambda calculus, augmented by
a powerful induction rule, suggested in private communications with Dana
Scott. More particularly: (1) We show how to define in L.CF an extensional
semantics for our target language T which contains an unrestricted jump
instruction. This definition provides, in a direct manner, a single recursive
definition MT for the semantics of a program. This contrasts with the
approach of McCarthy (1963) where each program is assigned a set of
mutually recursive function definitions as its semantics. (2) We give a
description, using algebraic methods, of the proof of the correctness of a
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compiling algorithm for a simple ALGoOL-like source language S. (3) We
present in its entirety a machine-checked proof of the correctness of an
algorithm for compiling expressions. We call this the McCarthy-Painter
lemma, as it is essentially the algorithm proved correct by them (McCarthy
and Painter 1967). _

The question of rigorous verification of compilers has already been the
subject of considerable research. As we mentioned, McCarthy and Painter
have given a proof for an expression-compiling algorithm. Kaplan (1967)
and Painter (1967) have verified compiling algorithms for source languages
of about the same complexity as ours; in both cases the source language
contains jump instructions, whereas our source language with conditional
and while statements is in the spirit of the ‘goto-less’ programming advocated
by Djikstra (1968) and others. Burstall and Landin (1969) first explored the
power of algebraic methods in verifying a compiler for expressions, and in
pursuing this exploration with a more powerful language we have been helped
by discussions with Lockwood Morris, whose forthcoming doctoral thesis
(1972) is concerned with this topic. London (1971, 1972) has given a
rigorous proof of two compilers for a Lisp subset. All these authors have
looked forward to the possibility of machine-checked compiler proofs, and
Diffie (1972) has successfully carried out such a proof for the expression
compiler of McCarthy and Painter, using a proof-checking program for the
First Order Predicate Calculus written by him. We believe that LCF has
advantages over First Order Predicate Calculus for the expression and proof
of compiler correctness, and our current paper is in part an attempt to justify
this belief. Briefly, the advantages of LCF consist in its orientation towards
partial computable functions, and functions of higher type. For example,
we consider that the meaning of a program is a partial computable function
from states to states, where a state is conveniently represented (at least for
the simple source language which we consider) as a function from names to
values.

THE SOURCE LANGUAGE S
Expressions in S are built up from names by the application of binary
operators. The collection of such operators is an entirely arbitrary but fixed
set. Thus expressions are defined in LCF by the equations
iswfse=of. wsefun(f),
wfsefun=Af e. type(e)=_N-TT,
type(e) = _E—isop(opof(e)) Aflarglof(e)) Af(arg2of(e)),
Uv,
that is, well-formed source expressions are just those individuals on which
iswfse (which is meant to abbreviate ‘is well-formed source expression’) takes
the value T T. Here ‘af. F(f)’ denotes the least fixed point of the functional F,
and ‘T'T’, ‘UU’ denote the truth-values true and undefined respectively.
The ‘-’ denotes the McCarthy conditional operator; (p—g, ) means if p
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and g, else 7, and in LCF is undefined if p is undefined. A more detailed
description of the terms of LCF can be found in Milner (1972a). The ‘type’
of an object is determined axiomatically, for example type(e)=_N is true
just in case e is a name.

There are assignment, conditional, and while statements as well as com-
pound statements formed by pairing any two statements. A well-formed
source program is just any statement, that is,

iswfs=of. wisfun(f),

wisfun=Afp.type(p)=_A—type(lhsof(p)) = _N Aiswfse(rhsof (p)),
type(p) = _C—iswfse(ifof (p)) A f(thenof (p)) Af(elseof(p)),
type(p) = - W—iswfse(testof(p)) Af(bodyof(p)),
type(p)=_CM—f(firstof (p)) A f(secondof(p)),
UvU.

Of course in LCF programs are expressed by means of an abstract syntax
for S, using appropriate constructors and selectors, some of which appear
in the equation above. A complete list of the axioms for the abstract syntax
is found below in Appendix 1.

We consider that the meaning of a program in S is a statefunction, that is,
a function that maps states on to states, where a state is a function from the
set of names to the set of values. Thus the meaning function MSE for
expressions is a function which ‘evaluates’ an expression in a state.

MSE=oM. Je sv.
type(e)=_N-sv(e),

type(e)=_E—
(M OP(opof(e)))(M(arglofie), sv), M(arg2of(e), sv)),
UvU.

That is, to give the meaning of an expression e in a state sv, we compute as
follows: if e is a name, look up e in the state, that is, evaluate sv(e); if e is a
compound expression, opof(e) is the selector which computes from e its
operator symbol, and MOP is a function which maps an operator symbol
onto a binary function, which is then applied to the meanings of the sub-
expressions of e.
The following combinators are used in defining the semantics MS of S
ID=/x. x,
WHILE=ag. Aq f. COND(q, f®g(q,f), ID),
COND=2qfgs.(q(s)=1(s),9(s)),
®=4fg x. g(f(x)).
SCMPND=lfg.f®g,
SCOND=lefg. COND(MSE(e)Qtrue, f,g).
SWHILE=)ef WHILE(MSE(e)®true,f).
M S is now defined as
MS=aM. Ap.
type(p)=_A—[Asv m. m=Ihsof (p)— M S E(rhsof (p), sv), sv(m)],
type(p)=_C—>SCON D(ifof (p)) (M (thenof (p)), M(elseof(p))),
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type(p)=_W—SW HILE(testof (p))(M (bodyof(p))),
type(p)=_CM—SCMPN D(M(firstof (p)), M (secondof(p))),
UvU.

Several things should be noted about this definition. First of all there are
no boolean expressions per se. Their place is taken by the function ‘frue’
which yields ‘T T’ just on those values which we wish to let represent true.
This corresponds to the L1sP convention, for example, where NIL is false
and any other expression is considered true. Secondly, if the program p is
an assignment (that is, type(p)=_4) it has been treated asymmetrically
from the others. The reason for this will appear below.

THE TARGET LANGUAGE T

Our target language T is an elementary assembly language which contains
unrestricted jumps and manipulates a stack. We consider the meaning of a
program p in T to be a storefunction, that is, a function from stores to stores.
A store sp is a pair consisting of a state sv and a list pd called the pushdown.
We use ‘|’ as the constructor for pairing a state and a pushdown, and ‘svof”,
‘pdof” as the respective selectors. The following axioms hold:

Vsv pd. svof(sv|pd)=sv,

Vsv pd. pdof(sv|pd)=pd,

svof(UU)=UU,

pdof(UU)=UU,

uujuu=UvU.

In T an instruction is a pair, whose head is the type of the instruction and

whose tail is either a name m, an operator symbol o, or a natural number i.
We assume that the set of operator symbols of T contains that of S. The

instructions are:

Instruction Meaning
(head) (tail)
JF i If head of pd is false, jump to label i, otherwise

proceed to next instruction. In either case
delete head of pd.

J ] Jump to label i.

FETCH m Look up value of m in sv, and place it on top
of pd.

STORE m Assign head of pd to m in sv, and delete head
of pd.

LABEL i Serves only to label next instruction.

Do ) Apply M OP(0) — that is the binary function

denoted by o — to the top two elements of pd,
and replace them by the result.
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We use ‘&’ for the pairing operation and ‘4d’, ‘tI’ as the selectors for pairs.
These, together with null, NIL and @ (append) are the conventional list-
processing operations. Thus the pair whose members are JF and i is formally
written (JF&1). We give the axioms for lists in Appendix 1.

By a program we mean a list of instructions. Unfortunately the existence
of labels in 7" allows the meaning of such a program to be undetermined;
for example, there might be two instructions (LA BEL &6) in the list.
To which one is (JF&6) to go? Although there are many alternatives we
have chosen the following. A program p is well-formed if (i) the set L of
numbers appearing in label statements forms an initial segment of the
natural numbers; (ii) for each ne L, (LABEL &n) occurs only once in 2,
and (iii) the set of numbers occurring in J and JF instructions is a subset of
L, that is, there is no instruction which tries to jump to a non-existent label.
These properties are guaranteed by the following definition of iswft:

iswft=Ap. iswft1(count(p), p),

iswftl=aw. An p. n=0-TT, occursl(n—1, p)—w(n—1, p), FF,

count=oc. Ap. null(p)—0,

(hd(hd(p))=J) v (hd(hd(p))=JF)v (hd(hd(p))=LABEL)~
max (#(hd(p))+1, c(tl(p))), c(tl(p)),
occurs=aoc. An p. (count(p)<n)—FF,
hd(hd(p))=LABEL—tl(hd(p))=n—TT, oc(n, tl(p)), oc(n, t(p)),
occursl=aocl. An p. count(p)<n—FF,
hd(hd(p))=LABEL—tl(hd(p))=n—
=1(occurs(n, tl(p))), ocl(n, tl(p)), ocl (n, tI(p)).
count(p) computes the least natural number not appearing in a program D.
occurs(n, p) yield true if n occurs in p, false otherwise, and occursl (n, p)
checks that a label occurs exactly once. iswft1(n, p) checks that for every
natural number m, O<m<n, the instruction (L4 BEL &m) occurs exactly
once. Thus iswft(p) is as described above.
We can now define M T.
MT=lp. MT1(p, p),
MT1=[of. [Ap q. null (q)—[Asp. svof (sp)| pdof(sp)],
hd(hd(q))=JF—[Asp. (true(hd(pdof(sp)))—f(p, 11(g)),

S, find(p, tl(hd(q))))) (svof (sp) | (pdof(sp)))],
hd(hd(q)) =J—-f(p, find(p, tI(hd(q)))),
hd(hd(q))=FETCH~[sp. svof (sp)|(svof(sp) (tl(hd(q))) &

pdof(sp))1®f(p, 11(g)),
hd(hd(q))=STO RE~[Asp.[Am.m=1tI(hd(q))—hd(pdof(sp)),

svof (sp) (m)]|t1(pdof(sp))1®f(p, tl(q)),
hd(hd(q))=D O—[Asp. svof(sp)|

(M OP(1l(hd(q)) (hd(tl(pdof(sp))), hd(pdof(sp)))

& tl(tl(pdof (sp))N1RS (P, t1(9)), :
hd(hd(q))=LABEL-f(p, 11(q)),

uul],
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find=[of. [Ap n. null(p)—UU, hd(hd(p))=LABEL~
tl(hd(p)) =n—tl(p), f(1(p), n), f(¢l(p), n)]].

The auxiliary function find has as arguments a program p and a label » and if
(LABEL&n) occurs in p it yields that terminal sublist of p immediately
following (L 4 BEL &n), otherwise it yields undefined. One should note that
the definition of M T'1 could be parameterized by a variable in place of find
thus allowing any computable method of ‘finding’ the appropriate instruction
to jump to. This corresponds to choosing different notions of the semantics of
a program. For example, if one allowed jumps to nonexistent labels find’
might simply compute the program NIL when such a jump was attempted.
This amounts to choosing the convention that a jump to a nonexistent label
terminates the program. Many such conventions can be mimicked by an
appropriate find function. For the other instructions the definition of MT'1
follows their informal description quite closely.

THE COMPILER
Strictly speaking we do not prove the correctness of a compiler in this paper.
What we prove is the correctness of a compiling algorithm, which we call
‘comp’. That is, a compiler is a syntactic object written in some programming
language; we have not started with such an object and shown that its mean-
ing (semantics) is ‘comp’, but rather we have assumed that ‘comp’ is indeed
the meaning of some suitably chosen compiler.
Expressions are compiled by
compe=qaf. compefun(f),
compefun=Afe.
type(e)=_N—-(FETCH&e)&NIL,
type(e)=_E—f(arglof(e)) @f(arg20f(e)) @
((DO &opof(e))&NIL),
UU.
In order to define comp we use the following auxiliary functions:
shift =osh. An p. count(p)=0-p,
(hd(hd(p))=J) v (hd(hd(p))=JF)v (hd(hd (p))=LABEL)—
(hd(hd(p)) &(¢1(hd(p))+n))&sh(n, l(p)),
hd(p) &sh(n, tl(p)),
mktcmpnd=J2p q. p @ shift(count(p), q)),
mktcond=le.\p q. compe(e) @
((JF&count(p))&NIL) @
r@
((J &(count(p)+1))&NIL) @
((LABEL &count(p)) &NIL) @
shift (count(p)+2,q) @
((LABEL &(count(p)+1))&NIL,
mktwhile=Je.\p. (LABEL & count(p))&NIL) @
compe(e) @
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((JF&(count(p)+1))&NIL) @
r@
((J&count(p))&NIL) @
((LABEL &(count(p)+1))&NIL).
shift(n, p) adds n to the integer in each label and jump instruction occurring
in p. Using shift in the definitions of the other combinators then guarantees
that when applied to well-formed objects, mktcmpnd, mktcond and mktwhile
generate well-formed target programs. Comp is defined as
comp=af. compfun(f),
compfun=JAf p.
type(p)= _A—compe(rhsof (p)) @((STORE &lhsof (p)) & NIL),
type(p) = - C—mktcond(ifof(p))(f(thenof (p)), f(elseof (p))),
type(p) = - W—mktwhile(testof (p)) (f(bodyof (p))),

type(p) = - CM—mikicmpnd(f(firstof (p)), f(secondof(p))),
Uv.

For well-formed source programs p the correctness of this compiler can be
expressed as
(M S(p))(sv)=svof (MT(comp(p)))(sv| NIL)).
This equation simply states that the result of executing a source program 4
on a state sv is the same as the state component of the store resulting from
the execution of the compiled program comp(p) on the store sv|NIL.

OUTLINE OF THE PROOF
Once we had defined the source and target languages and the compiling
algorithm, and formulated the statement of compiler correctness, we pro-
ceeded to tackle the proof with the help of our proof-checking program L CF.
The natural approach is to use structural induction on source programis.
However, it was soon clear that the proof would be long and uninformative,
and we became concerned not merely with carrying it out but also with
giving it enough structure to make it intelligible. Observe that if we define
SIMUL: storefunctions— statefunctions
by
SIMUL=/g. Asv. svof(g(sv| NIL))
then the compiler correctness is equivalently stated by
MS=compQMTRSIMUL (cl)
where it is understood that both sides are restricted to the domain of well-
formed source programs. Now this equation is equivalent to the com-

mutativity of the diagram
comp

Y

5 N
R
~

MS

Wy &

N

SIMUL -
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where S and T are the sets of statefunctions and storefunctions respectively.
This diagram suggests an algebraic approach; in fact, by defining appropriate
operations on the sets S, S, T, T we will show that with respect to these
operations the mappings in the diagram are actually homomorphisms.
Then our result will follow as an instance of a fundamental theorem of
universal algebra, as we shall explain below. This algebraic approach gives
our proof the desired structure; it is an open question whether a similar
approach will extend to more complex languages.

We now introduce those few concepts of universal algebra that we need.
These may be found in Cohn (1965); we take the liberty of giving somewhat
less formal definitions than his, since our needs are simple. For a clear
exposition of some of the concepts of universal algebra written for computer
scientists, see also Lloyd (1972).

An operator domain Q is a set of operator symbols each with an associated
integer n>0, called its arity, which is the number of arguments taken by the
operation that the symbol will denote in an algebra.

An Q-algebra A is a set A, called the carrier of A, together with an n-ary
operation for each member of Q with arity n. An Q-algebra B is a subalgebra
of A if its carrier B is a subset of A, its operations are the restrictions to B of
A’s operations, and B is closed under these operations.

Given any set of terms X, the Q-word algebra Wqo(X) has as carrier the

smallest set of terms containing X and such that if @ € Q and g has arity n,
and if wl, w2, ..., wn are in Wqo(X), then the term a(wl, w2, ..., wn) is in
Wa(X). This term-building operation is the operation corresponding to a
in Wa(X). The members of X are called the generators of Wao(X).
. We are concerned only with algebras for a certain fixed Q. We need not
trouble to name the members of Q; Q is only a device for defining a 1-1
correspondence between the operations of different algebras, and this
correspondence will be clear from the way we define our algebras.

The fundamental theorem that we need — see Cohn (1965), p. 120, Theorem
2.6 — states that if W is a word algebra, then any mapping from the generators
of W into the carrier of an algebra A extends in only one way to a homo-
morphism from W to A. In our case the word algebra W is the algebra S of
well-formed source programs, whose generators are the assignment state-
ments and whose denumerably many operations are as follows:

(i) The binary operation mkscmpnd

(ii) For each well-formed source expression e, the bmary operation
mkscond(e)

(iii) For each such e, the unary operation mkswhile(e).

The second algebra A is the algebra 8 of statefunctions, with operations as

follows:
(i) The binary operation SCMPND
(ii) For each well formed source expression e, the binary operation
SCOND(e)
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(iii) For each such e, the unary operation SWHILE(e).

Our main goal is (G1). We proceed to set up a tree of subgoals to attain
this goal, and we will first state each of the subgoals in algebraic terms and
then later list the formal statements of the subgoals as sentences of the logic
LCF.

Our first level of subgoaling is justified by the fundamental theorem; to
achieve (Gl1) it is sufficient to prove that

MS:S—8 is a homomorphism (cl.1)
comp@MTQRSIMUL:S—8 is a homomorphism (6l1.2)
and that
MS=comp@MTRSIMUL,
when both sides are restricted to the generators of S. (Gl.3)

Before going further, we must mention that in proving the formal statement
of (G1) from the formal statements of (G1.1), (G1.2) and (G1.3) we do not
rely on a formal statement in LCF of this fundamental theorem (though we
believe that a restricted version of the theorem is indeed expressible and
provable in LCF); rather we prove in LCF the relevant instance of that
theorem. Thus we are using algebra as a guide to structuring our proof, not
as a formal basis for the proof.

Now (G1.1) is a ready consequence of the definitions of M S, as the reader
might suspect if he considers the operators of the algebras S and S. To
achieve (G1.3), remember that the generators of S are the assignment
statements, so we need a lemma which states that expressions — in particular,
the right hand sides of assignments — compile correctly. This is expressed by:

MT(compe(e))=Asp. (svof(sp)| (M SE(e, sp) &pdof(sp))),
whenever e is a well-formed
source expression. (Ggl.3.1)
This says that the target program for an expression places the value of the
expression on top of the stack and leaves the store otherwise unchanged.

In order to prove (G1.2), it is helpful to introduce some further algebras.
First, the algebra T of well-formed target programs whose operations are as
follows:

(1) The binary operation mktcmpnd

(ii)) For each well formed source expression e, the binary operation
mktcond(e)

(iii) For each such e, the unary operation mktwhile(e).

We have defined mktempnd, mktcond and mktwhile in the previous section.
Second, we need the algebra T of storefunctions whose operations are as
follows:

(i) The binary operation TCMPN D

(ii)) For each well-formed source expression e, the binary operation
TCOND(e) '

(iii) For each such e, the unary operation TWHILE(e),

where we define
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TCMPND=Q®,
TCOND=lelfg. MT(compe(e))® COND(GET, POP®f,POPR®g),

TWHILE=e.Af. 0g.MT(compe(e))@ COND(GET, POPQf®g, POP),
which in turn require the definitions
GET=pdof@®hd® true,
POP=Asp. (svof (sp)|tl(pdof(sp))).
Consider these definitions for a moment. POP is a storefunction which just
deletes the top stack element. G ET(sp) yields the truth-value represented by
the top stack element in the store sp. M T(compe(e)) is a storefunction which
simply places the value of the expression e on top of the stack. CON D(GET,
POPRS, POPR®g) is a storefunction which examines the top stack element
and then, after deleting this element, performs either the storefunction f or
the storefunction g, according to the truth-value represented by it.
To achieve (G1.2) it is sufficient to prove
comp:S—T is a homomorphism (cl.2.1)
MT:T-T is a homomorphism (61.2.2)
SIMUL:T'-8 is a homomorphism (G1.2.3)
where T is the subalgebra of T induced by the homomorphism comp®
MT:S—T. (61.2.1) is an immediate consequence of the definition of comp,
provided that comp does indeed generate well-formed target programs from
well-formed source programs. This is a consequence of the following two

subgoals
comp takes the generators of S onto well-formed

target programs
The operations of T preserve well-formedness of
target programs (Gl.2.1.2)
(G1.2.2) uses following general lemma about target programs, which we call
the context-free lemma for M T, since it states that under certain conditions
the execution of a sub-program is independent of its environment:
MT1(p@q @r,q @r=MT(9)QMT1(p@q @r, 1),
provided that g is well-formed, ¢’ =
shift(n, q) for some n, and p @q' @r
is also well-formed. (6l1.2.2.1)
(G1.2.3) depends critically on the property of storefunctions g in T’ that
svof (g (sv| pd)) =svof(g (sv| NIL)),
that is, the left hand side is independent of pd. This of course is not true for
an arbitrary storefunction. Stated algebraically,
For all g in T, g®svof=svof @ SIMUL(g). (6l1.2.3.1)
This concludes our attempt to structure the proof of the correctness of the
compiler using algebraic methods. We have given eleven subgoals, most of
which have a simple algebraic interpretation and therefore contribute signifi-

cantly to the understanding of the proof as a whole.

(61.2.1.1)

We now list the goals as they are represented formally by sentences of LCF.
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We have abbreviated compQ@MT®SIM UL by H throughout.
(6l) (Compiler correctness)
iswfs(p)=TTHMS(p)=SIMUL(MT(comp(p)))

(cl.1) (MS is a homomorphism)
iswfse(e)=TT, iswfs(p)=TT,iswfs(q)=TTt+
M S(mksempnd(p, q))=SCMPND(MS(p), MS(q)),
M S(mkscond(e)(p,q))=SCOND(e)(MS(p), MS(q)),
M S (mkswhile(e)(p))=SWHILE(e)(MS(p))

(Gl.2) (H is a homomorphism)
iswfse(e)=TT, iswfs(p)=TT, iswfs(q)=TTF
H(mkscmpnd(p,q))=SCMPND(H(p), H(q)),
H(mkscond(e)(p,q))=SCOND(e)(H(p), H(g),
H(mkswhile(e)(p))=SWHILE(e)(H(p))

(Gl.3) (MS and H agree on the generators of S)
isname(n)=T T, iswfse(e)=TTF
M S(mkassn(n, e))=H(mkassn(n, e))

(Gl.2.1) (comp is a homomorphism)
iswfse(e)=TT, iswfs(p)=TT, iswfs(q)=TTt+
comp (mkscompnd(p, q)) =mktcmpnd(comp(p), comp(q)),
comp(mkscond(e)(p, q))=mktcond(e)(comp(p), comp(q)),
comp (mkswhile(e)(p))=mktwhile(e)(comp(p))

(Gl1.2.2) (MT is a homomorphism)
iswfse(e)=TT, iswft(p)=TT,iswft(q) =TTt
MT(mktempnd(p, q))=sTCMPND(MT(p), MT(q)),
MT(mktcond(e)(p,q))=TCOND(e)(MT(p), MT(q)),
MT(mktwhile(e)(p))=TWHILE(e)(MT(p))

(6l.2.3) (SIMUL is a homomorphism)
iswfse(e)=TT, iswfs(p)=TT, iswfs(q) =TT+

SIMUL(TCMPND(MT(comp(p)), MT(comp(q))))=
SCMPND(SIMUL(MT(comp(p))), SIMUL(MT{(comp(q)))).

SIMUL(TCOND(e)(MT(comp(p)), MT(comp(q))))=
SCOND(e)(SIMUL(MT (comp(p))), SIMUL(MT(comp(q)))),

SIMUL(TWHILE(e)(MT(comp(p))))=
SWHILE(e)(SIMUL(MT(comp(p))))

(Gl.3.1) (well-formed expressions compile correctly)
iswfse(e)=TTt
MT(compe(e))=Asp.(svof (sp) | (M SE(e) &pdof(sp)))
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(G1.2.1.1) (assignment statements compile into well-formed target programs)
isname(n)=T T, iswfse(e)=T T+
iswft(comp(mkassn(n, e)))=TT

(G1.2.1.2) (the operations of T preserve well-formedness)
iswfse(e)=T T, iswft(p)=T T, iswft(q)=T T+
iswft(mktempnd(p, q))=T T,
iswft (mktcond(e)(p, q))=T1T,
iswft(mktwhile(e)(p))=TT

(cl1.2.2.1) (Context-free lemma for MT)
iswft(Q)=TT, isnat(n)=TT, q' =shift(n, q),
iswft(p@q @r)=TTkFH
MT1(p@q @r,qd @r)=MT(Q)@MT1(p@q @r, r)

(G1.2.3.1) (ForgeT, svof(g(sv|pd)) is independent of pd)
iswfs(p) =TTt
MT(comp(p))Rsvof=svof SIM UL(MT(comp(p)))

In Appendix 1 we give, in a form acceptable to the proof-checker, those
axioms and definitions required for the proof which do not appear above.
The only omission is the axioms for natural numbers. In Appendix 3 we
give in full the machine printout of the proof of (G1.3.1), the McCarthy-
Painter lemma, together with some notes as an aid to understanding it.
This theorem has a somewhat independent status, as it states the correctness
of that part of our compiler, compe, which compiles expressions. Our
machine-checked proof therefore parallels the informal proof of essentially
the same theorem given by McCarthy and Painter (1967). In Appendix 2
we give the sequence of commands typed by the user in generating the proof
of the McCarthy-Painter lemma. We do not explain these commands; we
give them merely to indicate that although the proof generated is quite long,

the user does not have very much to type.

DISCUSSION OF THE PROOF
In this section we discuss the machine proof, and what we have learnt from
carrying it out.

As is apparent from the details we have presented, the proof is lengthy but
not profound. We have in fact not checked the whole proof on the machine -
(G61.2.2), (61.2.2.1) and parts of (G1.2.3) and (G1.2.1.2) remain to be done -
so at present we cannot claim to have completely proved the correctness of
a compiler on the machine. However, the aims were rather (i) to demonstrate
that the proof is feasible, (ii) to explore the use of algebraic methods to give
structure to the proof, and (iii) to obtain a case study which, in conjunction
with those in our previous work (Milner 1972b, Weyhrauch and Milner 1972),
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give us a feeling for how to enhance our implementation to diminish the
human contribution to a proof. We have no significant doubt that the
remainder of the proof can be done on the machine.

We have already discussed the value of algebraic methods, at least for this
example of a simple compiler. It remains to be seen whether more complex
compilers and semantics will fall naturally into the algebraic framework, or
whether they may be coerced into the framework — and if so whether the
advantages will justify the effort of coercion. But what is certain is that for
machine-checked compiler proofs some way of structuring the proof is
desirable.

Concerning feasibility; one measure of this is the number of proof steps
required. The part of the proof that we have executed took about 600 steps,
and we estimate that this is more than half of the total, although (G1.2.2) is
not a trivial task. This measure does not take into account the considerable
human effort in planning the proof, but — at least if the algebraic method can
be applied in more complex cases — some part of this effort will be common
to many compiler proofs.

This case study and the others referenced above have convinced us that the
formal proofs were indeed feasible, but would not have been so without two
features of our proof-checker, namely its subgoaling facility and its simplifica-
tion mechanism. Usually the most creative contribution that the human
makes is the decision as to what instance of the induction rule to apply (we
do not discuss the induction rule, but many forms of structural induction are
instances of it; for example the goal (G1), once the other goals have been
proved, merely requires an induction on the structure of well-formed source
programs). Once this decision is made, the remainder of the proof, if it
requires no further inductions, follows a pattern which is sufficiently pro-
nounced to give us hope for automation.
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APPENDIX 1: Some of the axioms

- AXTOM LOGAX!
ta B LXP Q ,=(a(P)v=(Q))],
EAP ,PVTT 5 [AP ,TT, AP

AXIOM EQUAX]

3 5 Cxx ,xmx), ¥x y ,(x3y)tt x E ¥,

¥Yx ¥y (8 x)A(0 y) = (x=y)v~(x'y)l
AXIOM LISAX!?

Yx ¥y hdixdy) 3 xi Yx yo tlix8y) E vy Yx ¥ nulitix8y) 5 FFy
nult NiL. 8 TT, ¥xo null x i1 x & N[L, null W 2 W,

hd W 3 WU, 81 YU B UU,  vxe Sfnull x) 1 (hd x)&(E] x) E x)
AXIOM LISFN3

102 df, Alomyonull | = om Chd FXSPCKL-1,m))

AXIOM SYNAXS!

=~ 3 [AP ,(R=FF,TT)J, . [NP Q@ ,Pv@] & [N\P Q@ ,GQVPI,
WPYFF] & CAP P}

Yo 01 82, type {mkse o el 82) % _E, -NR_N T
vo o1 02, opoef (mkge o el 02) 3 0 , <E5_N 3 FF,
Yo o1 o2, nrqiof(mks. o o1 e2) § e}, NE_E FF,
vo e1 e2, arg2of(mkse o o1 e2) 5 02, En_E

¥Yn 8, type(mksassn n o) 3 _A, AR_A

R SRR
o H i
-
-
-

yn 8, |hsof(mkesesan n e} £ n , -C8_A § FF,
¥yn o, rhaef(mksassn n e) 5 o TWsZA 3 FF,

_CM:.A 2 FF,
ve pl p2, type (mkscond e pi p2) = .Cu A mC 2FF,
Ye pl p2, |fof (mkaoond e pl p2) E oC "0 B 1T
Ye pl p2, thenof(mkagend e pi p2) 8 pl. N m.C 2 FF,
Yo pl p2, e|seof(mkagond & ni p2) .8 p2, _Cus.C B FF,

- A A W B FF,

Yo p, type{mkawh!le e p) 5 _Ws oC ®.W B FF,
Yo P, testof (mkswhlle 8 p)E e HEW 2T
Ye p, bodyof (mkewhl|e @ p}) 3 p, «CMP W 5 FF,

oA R_CM 3 FF,
¥Ypl p2, typa(mksompnd pl p2) £ _CM, .C 3. CHM 5 FFy
Vol p2, flratef(mksompnd pl p2) 5 pi; M8 CH 2 FF,
Yol p2,8gg0ngof{mksamong pi p2) 5 p2, «CMa_CM 8 1T,
AXIOM SYNAXT:
JF EJF 7T, JF ad EFFy JF sFETCH 2 FF,
J aJF s FF, J o.osd 3 J sFETCH 2 FF,
FETCHeJF s FF, FETCHsJ EFFy FETCHRFETCH = TT,
STORE=JF £ FF,. ' STORE=J :FF, STOREaFETCH & FF, .
no =JF g FF, Do a) 5 FF, Do =FETCH 2 FF,
LABEL®JF g FF, LABEL=J :FF, LABEL3FETCH = FF,
JF ESTQRE & FF, JF aD0 g FF, JF =sLABEL £ FF,
J ®STORE & FF, J L]ols] EFF, J 2LABEL & FF)
FETCH=STORE 3 FF, FETCH=DO EFF, FETCHaLABEL £ FF,
STOBE®STORE & TT, STORE=DO E FFy STOREsLABEL 2 FF,
0o *STORE £ FF, 0o 00 ETT, Do aLABEL 2 FF,
LABEL®STORE E FF, LABEL=DO g FF, LABELSLAREL & TT,
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APPENDIX 2: command sequence for McCarthy-Painter lemma

GOAL Ve ap lewfse e11MT(ocompe e,ap)Ssvof(ap) | ((MSECe,avof mp))dpdotisp)),
‘Yo, lswfae eltlgwft{compe @)3TT,
Yo, |swfna elifoount{oompe 0)}30)STT}

TRY & INDUCT 56)

TRY 1 SIMPL}
LABEL INDHYP)
o e L )
RY 1 CASES wWeagtunitigl}
LABEL TT) Sl P et
TRY 1 CASES type es_N}
TRY 4 SIMPL BY ,FMTi, ,FMSE; ,FCOMPE,,FISHFT1,,FCOUNT)
TRY 2)8S=,TT)SINPL,TTJQED}
TRY 3 CASES typy o3.f)
_TRY i SUBST ,EcdMBE)
BSe, TTISIMFL,TTJUSE BOTHI =}S5+,TT}
INCL=/11SS#e) INCLn=;2}554a) [NCL===,3}SS¢a}
TRY 4 CONJ)
TRY 1 SIMPL}
TRY 1 USE COUNTYL)
TRY 1)
APPL , INDRYP+2,gr0l0f o}
LABEL CARGL}
SIMPL=}QED}
TRY 2 USE COUNTL}
TRY 1)
APPL ,INDHYR+2,arg20¢ ¢
LABEL CARG2!
SIMPL=JQED)
LABEL- CDO}
TRY 2 SIMPL.BY ,FCOUNT}
TRY 2 SIMPL BY ,FISHFTL,==}
SIMPL lswit(oompg(argios o)) BY FISWFTL,,CARGL)
SIMPL Tguft(compe(nprg2,t o)) BY ,FISWFTYL,,CARG2;
USE THM3 =,,CB0)SS+e}
USE COUNTY ,CARG2,,CDO;
USE THM3 wewmm,=)854u}
APPL ,INDHYP,ppolof e)SIMPL=)SS=}
APPL ,INDHYP,arg20f 8)SIMPL=)SS¢=}
TRY 3 SUBST ,FMSE 0CC 1)
SS=168)
TRY 1 SIMPL)
SS+1@281 . -
TRY 1 SIMPL BY FMT4i).
TRY 235S=,TTJSIMPL,TTIQED)
TRY 3555=,TTISIMPL,TT}QED}
TBY 2 SIMPL} . ’
TRY 3 SIMPL}
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