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ABSTRACT

New Peer-to-Peer (P2P) applications like P2P job-
employee seeker networks and P2P virtual cities, fo
application domains such as collaborative urbamrpiey
and forming virtual communities, are about to ereeryn
important component in these applications is spafia,
i.e., data with locational components. Many reglest
initiated on spatial data involve finding the sphtibjects
that arenearest to a query location. In this paper, we
propose an efficient algorithm that finds the sgatbjects
that are nearest to a given query location on arf&2Rork

in the order of their minimum distance to the qupont.
The proposed algorithm makes use of a distribupediad
index that does not rely on the use of a centnalese The
algorithm is designed to be more efficient by mtilg the
parallel nature of the P2P network. A demonstratibthe
proposed algorithm was implemented as a prototygie P
application that finds events and places of intarea city.

Categories and Subject Descriptors

H.2.8 [Database Managemerjt Database Applications --
Spatial databases; C.2.4 [Computer Communication
Networks]: Distributed Systems Distributed
applications; E.1 [Data Structured]: Distributed Data
Structures

General Terms
Algorithms, Management

Keywords
Geographic Information Systems, Spatial Data, Netaxeighbor
Query, Quadtree, Peer-to-Peer Networks

1. INTRODUCTION

Peer-to-peer (P2P) networks are becoming increlgsing
popular as a powerful means for data exchange. ahey
quite scalable and easy to deploy. Although P2Rvarés
attract significant interest, methods for accessiamplex
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data such aspatial data on P2P networks are still at their
infancy. Several future P2P applications like P2B-j
employee seeker networks and P2P virtual citiesneiéd

to answer queries involving spatial data, i.e.,adafth
locational components. Frequently more than onatioc

is associated with a spatial object. Hence, it comn
differs from conventiongboint data in that the objects may
also have extent. For example, lakes can be repezbas
spatial objects whose extent is defined by the esphat
they occupy. There are many ways to describe shigtis
including their boundary, the locations that maletleir
interior, their minimum axis-aligned bounding boatc.
Thus a spatial description is more than just aitodg and

a latitude value. Retrieving such complex dataegia
query, on a P2P network is a non-obvious task. &feno
central server or administration that the data toresl.
Hence, classical indexing methods and queryingritlgos
cannot be easily applied. Yet, efficient solutiots
querying and locating spatial data on P2P netwasks
enable many government as well as other public doma
networked applications. For example, from a digital
government point of view, government agencies camf
ad hoc virtual environments where they present and
exchange their data without dedicated servers orhedp
the general public to exchange this data among sbkmes
using existing, mostly unused, computational resesir
available at users’ machines.

Often, given some user data, we need to find ibsedt
matches in a large data set. For instance, givepatial
data set and a query point, we frequently needntb the
spatial objects closest to this query point. In case of a
P2P network with spatial objects, thigarest neighbor
(NN) query involves finding thelosest spatial objects on a
large dynamic networkCloseness can be measured by any
number of similarity measures. In our NN queries, ave
dealing with finding the nearest spatial objectthie metric
space using the Euclidean distance between thetcénel
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the query point. This can be considered as a alation
of thesimilarity search concept used in databases.

For example, in a future P2P virtual city, a useyrpoint

to a location on a spatial layout and request tistem to
find events (such as concerts), restaurants, pgukslic
facilities, or various places of interest that el@sest to this
location, i.e., for a metropolitan area. The eéfti
implementation of NN queries is a mater of interigst
spatial databases for some time. In P2P netwdnksissue

of handling spatial data and queries has just estato
surface. In this paper, we propose an efficienbritigm to
find the spatial objects that are nearest to aygpeint in a
P2P system by making use of an index that provides
distributed hashing of spatial data. The algorithisn
designed to be more efficient by utilizing the platarature

of the P2P network. A demonstration of the proposed
algorithm was implemented as a prototype P2P agijpic
that finds events and places of interest in a city.

The rest of this paper is organized as follows.tiSec2
reviews the related work in spatial databases anB2P
systems. In Section 3 we present our early worle2®
spatial data management. Section 4 introduces dur N
algorithm and describes the details of the algoritising a
distributed quadtree index. Section 5 presentsattedysis
of our algorithm. Section 6 describes our prototygP
implementation. Section 7 states our concludingarés
and describes our future work.

2. RELATED WORK

Hjaltason and Samet (2003) present a comprehensive
analysis of various similarity search algorithmsnietric
spaces. Their main contribution to field is through
priority queue basedranking algorithm that can find the
results of a ranking query in an incremental fashio
Formally, ranking is a more general case of the duery
where a user can ultimately retrieve all the olgjezt a
database in the order of their distance from aygpeint.
The algorithm works on many classical spatial indgx
methods including R-trees and quadtrees (for thuzga
structures Samet 1990 and 2005 contain very détaile
presentations). The entries of the priority queoestst of
spatial objects as well as the blocks of the sphae the
underlying spatial data structure uses. The finstyein the
queue is the root of the data structure. This erndry
retrieved in the first iteration of the algorithnrmcha the
children of the root are then inserted back to gherity
queue using their distance from the query poine fbxt
iteration of the algorithm retrieves the new highasority
child/block or object. Hence, in this fashion, acle
iteration of the algorithm, the element with theaflest
distance is taken out and visited and its childese
inserted into the queue (it is important to notetth
eventually all the spatial objects will be retridvas they
are also inserted into the queue by the previaratibns).
We use the same incremental approach in our P2P NN
algorithm. Unfortunately, this sequential algorithisnnot
designed for the distributed nature of the P2P aetsy

NN queries have become the topic of interest itridisted
data processing in recent years. A NN algorithhmgif-
trees, in sensor networks, is presented by Demidveks

Ferhatosmanoglu 2003. NN queries are performed in a
distributed fashion using a self-stabilizing P2Riexing
structure called thepeer-tree in their work. They also
mention the importance of parallelizing the NN skawith

the main limiting constraint being the power conption

on sensors for their case. Unfortunately, they alopnesent

a detailed and general solution for this issudairtwork.

Very recently, Batko et al. August 2004 study thebpem

of executing P2P NN queries on metric spaces uaing
distributed data structure. They use the datatstreicalled
GHT (Generalized Hyperplane Tree) introduced in their
previous work (Batko et al. June 2004). This datacture

is mainly for non-spatial data and hence cannaditectly
applied to the spatial domain. Nevertheless, thisp a
mention that exploiting the parallel nature of R2Rworks

is an issue and their NN algorithm proposes a |sdral
approach. They state that the priority queue ambrabat
we described earlier cannot be easily adapted for
parallelism for their case. Hence, they use a mdiu
estimation-based approach to create an ever-inoggas
search circle. They parallelize this front. In auork, we
parallelize the priority queue based NN work desegtiin
Hjaltason and Samet 2003.

Banaei-Kashani and Shahabi 2004 present a family of
access methods for similarity search in P2P netsvdrkey
name this familySWAM. They use a Voronoi diagram
based scheme for indexing the spatial data. Aaugdbie

first NN is especially very ftrivial using the nelgtring
cells of a Voronoi diagram. Although they do notniien

the parallelism of their algorithms, their work agready
tuned for similarity search and hence they easiéy c
maintain a high level of efficiency. We think thatur
parallel approach can be applied for ranking inrtimelices

too. Yet, Voronoi diagrams are harder to maintairnigh
dimensional data than other classical indices sash
quadtrees and R-trees. Also, as they do not have a
hierarchical access structure: queries have toeitsava
planar data structure, in comparison to a hieraattone,
starting from a query initiating peer. To addrdss tssue,
they propose using random graphs. These graphs are
probabilistic in nature in comparison to classical
hierarchical spatial data structures.

Finally, Sahin et al. 2004 introduces a genericteon
based similarity search scheme for documents in P2P
systems. Their work is also focused on mostly figdi
similar documents over a P2P network and canneglsdy
applied to spatial data.

3. BACKGROUND WORK

We use a distributed quadtree index that we regentl
developed to demonstrate our algorithm althougheroth
indices can be utlized as well, e.g., emergingtiapa
indices such as P2P R-trees (Mondal et al. 2004) N\div
describe this indexing mechanism (Harwood and Tanin
2003; Tanin et al. 2004) that can facilitate spat@a on
P2P networks.

Our P2P index uses distributed hash tables (DHTs) a
specifically theChord (Stoica et al. 2003) method at its
base although any similar key-based lookup methemd c



easily be utilized. In Chord, a hash function isdito map
arbitrary data strings (or keys) onto a logical raspace.
The Chord method also maps, along with these keys, (
file names), the peer addresses (i.e., IP addjessdhe

P2P network to this logical name space. It thenitpars

the space among the peers. It presents an effisiaptto

hop between the peers to route towards the depieed,

i.e., to the peer that contains the file that teerus looking
for given a file name. It is shown that Chord card fthis

file in O(log n) time with high probability for n peers.

For two-dimensional spatial data, the data space b=
recursively subdivided into four regions, i.e., ngsia
quadtree (Samet 1990, 2005). Our index makes use of
specific version of the quadtree concept to asshym
responsibilities for regions of space to the pedra P2P
network. We use MX-CIF quadtrees (Kedem 1982; Jevci
and Koudas 1996) although other quadtree typesasity
be used within our framework. In the MX-CIF quadtre
each object is associated with the smallest bldcépace
that contains the entire object that is indexedunindex,
each quadtree block is uniquely identified by ientroid,
named as a&ontrol point. The control points are hashed
using their coordinate values (as a string keyhvwitie
Chord method to associate each of these keys wiiea
With a good hash function one can achieve a goesl t&f
load-balance among the peers of the network. Eantra
point generates a unique key. Then, objects agedoreth

a quadtree block can be stored in the owner peéhaif
quadtree block. Hence, we use control points likekbts
to store data. Queries can run from the root tdehees of
the quadtree using the Chord routing algorithmst tha
facilitate efficient jumps from one peer to anotlpeer on
the P2P network. The traversal of the quadtree hoan
optimized by using caching of the peer addressteera
than solely relying on the Chord routing methods.

In order to avoid the single point of failure haldl teee
operations begun at the peer that stores the roatrat
point, we introduced the concept of a fundamental
minimum level,f,, and also further balanced the load in
the system. The concept K, forces objects to be stored
and query processing to start at a ldvelf.,,. If the value

of fin is 0, then this is equivalent to using the staddar
MX-CIF quadtree. A fundamental maximum levél, is
also used to avoid objects being stored at a Iguehter
thanf,.. If the value off,;, andf.,, are the same, then the
index will look like a grid instead of a tree.

4. A P2P NEAREST NEIGHBOR

ALGORITHM

Using our P2P quadtree index (Harwood and Tanir8200
Tanin et al. 2004), we now present our priority upibased
NN algorithm for P2P networks. We use the base episc
from Hijaltason and Samet 2003. Yet, a direct
implementation of it has disadvantages on a P2fopta
Primarily, we do not need to run the algorithm in a
sequential manner as we do not have to have adimglad

of control in a P2P setting. For a networked systdm
delays per contact to a peer and in a sequentiahenaan
add up to a significant amount.

For P2P settings, in theory, we can send a messagjeof
the peers in the P2P network to find the NNs
simultaneously. But realistically, if other peewke the
same approach for their queries then we will batarg an
all-to-all communication mechanism in our P2P nekwo
The bandwidth required to send millions of messdgea

a single peer for a large system will also be pofatic.
Hence, for a system with millions of peers, sending
messages to all the peers in the network is nagaetipal
approach. So, the question is what is a reasorsabtaint

of parallelism that we can harvest from the indejeen
peers of a P2P network?

Our heuristic that aims at this objective is to main a
query processing front of all those control poirtience
blocks of the spatial data structure that are & ghority
queue, that still have thgossibility of returning a closer
object than the current block that is at the toghefpriority
queue. So rather than a priority queue with a sipglint of
entry, we maintain a front of multiple entries tla¢ being
processed in parallel. This heuristic attempts &ximize
the parallelism that we can harvest on a P2P n&tivom
a single peer's point of view, while avoiding agknpeer
to send messages to many peers that would be radund
for a NN computation.

A NN query is first initiated on a single peer imetP2P
network. This peer maintains the priority queuguédtree
blocks (mapping to a control point each) that aetnd
processed for the query. To process a block, we hav
contact from this query initiating peer to the ptet owns
that block, i.e., the control point. Hence, in qarallel
algorithm, we contact, rather than just the topyenf the
priority queue, a multiple number of these peersuining
thatf.;,= 0, the query starts at the root and initiallyréhis
only the root block in the priority queue. Hence, @ontact
the peer that has the root block (control point) ait for
a response. In the case of our MX-CIF quadtres, lilick
may contain objects (the ones that lie on the sifidn
lines for the blocks of the next level) and herfee ¢losest
one to the query point can be the first nearestabjSo
objects can be returned back to the query initpfieer.
Also, the peer that is responsible for the rootklknows
how many objects the child blocks do have (seerTanal.
2004). This information is used to return the afeifd that
has objects and hence can contribute to the NNyquer
Next, the query initiating peer inserts these béocko the
priority queue along with any objects that are me¢d and
proceeds with the next iteration of the algorithm.

In the next iteration, rather than contacting oohe peer,
all those blocks and hence the peers that maititeim that
still have the chance of returning a closer neightave to
be contacted. The decision for selecting which cerild
be contacted is important and guides the behavidhe®
algorithm. Hence, in comparison to the originalopty
queue based algorithm by Hjaltason and Samet 2668
is an additional criterion that controls the flowgmely the
Worst Case. Abbreviated as WC, this criterion is used to
ensure that the relevant peers that can still fietfing a
closer neighbor for the next nearest neighbor aneacted.
This algorithm works, without any alterations, @renf,,



> 0, where there are many blocks in the queue as as
the algorithm starts.

Our algorithm, assuming the current nearest neighbat
distance m (i.e., the first spatial object in theoity
queue), instead of removing elements from the jbyior
queue one at a time for processing, computes thxéman
distance MaxDist(q, t) at which an object can benfbin
the top element t of the priority queue and thewcesses
all elements e in the priority queue whose distabis#(q,
e) from query point q is less than Min(MaxDist(}, m).
This is the WC criterion. Hence, with this criterive look
at two pieces of information: i) the first spatiddject in the
priority queue that, in the worst case, can bertévet NN
(this object can be held in a separate buffer poiater to
this object can be utilized for efficiency) ii) tleaximum
possible distance from the query point to an objedhe
top element of the priority queue.

Alternatives for the subcondition (i) are statedr f
sequential algorithms in the literature for varicgatial
data structures and they can be easily used with ou
algorithm to parallelize the NN search. For example
alternative (ii) can be, which might yield a tightziterion
when the elements in the priority queue are minimum
bounding boxes, the maximum distance MaxNearegtpist
t) at which a nearest neighbor of q can be foundhi&
bounding box t of the top element in the priorityege.
This metric is called the MinMaxDist by Roussopauket

al. 1995 and MaxNearestDist by Samet 2003. In igéne
the difference between the methods of Roussopailas
and Samet is that the former is only useful forthdipst
nearest neighbor finding and for just one neightatiereas
the latter is useful for both depth-first and bfast nearest
neighbor finding for arbitrary values of k (i.e-ttk nearest
neighbor).

When a NN query is initiated at a peer, the pedis ca
NNQuery(). This method, shown below, inserts ak th
blocks (control points) at th&;, level into the priority
queue. In our prototype, the queue is implemented a
sorted linked list that also enables parallel astegshe rest
of the queue, rather than just to the top eleménthe
queue. Other, more efficient, implementations a$ tin-
memory data structure on the query initiating peer also
possible but probably unnecessary as the time spent
sending messages among the peers is several asflers
magnitude more than the time for the in-memory
operations. The order in the list is based on ib&dce of
the quadtree block associated with each contraitdoom
the query point.

As we do not want to contact all the peers withséhe
control points at once, the peer that the querptmplies in

is contacted along with all the others within thiial WC
distance to start the algorithm. In the beginnitigs is
equal to the maximum distance between the quergtpoi
and the borders of the block that contains therobpbint
that q lies in.

When a peer receives a NN query operation that was
initiated on another peer, it calls DoNNQuery() @i
determines whether it has any objects and alsokshec
whether any of the child control points have anjects.

Finally a message is sent back to the query imitiapeer
containing the objects and the valid childrennij.a

At the query initiating peer, ReceiveMessage() seduto
handle messages that are returned by other peess in
mutually exclusive manner. If a peer returns olgjemt its
child control points then, these are inserted thi sorted
list corresponding to the priority queue and theg a
accessed in the next iteration. It is importamate that the
messages from different peers can return in a segubat

is different than the original sequence and therélym
would still work in the initially intended manner.

SendMessagesWithin() is the method used to cormtiact
control points from whom we are not already waitfoga
message and that fall within the new WC distance.
Obviously, elements of the priority queue that at
control points/blocks but just spatial objects @tirned to
the user when they become the top element. We @din w
for a user command to continue with the next iterat
when a nearest object is found. This makes theitigo a
truly incremental ranking algorithm from the useguint of
view.

UpdateWCDist() is the method used to update theuwie

of WC when a message is received. This is done by
examining the current top element in the priorityege
(and the first spatial object available in the cuéfuone
exists).

NNQuery(Query_Point q) {
PQueue = GetControlPoints(d, fmin)
¢ = FindControlPoint(q, fmin)
W(CDist = MaxDist(q, c)
SendMessagesWithin(WCDist)
}
DoNNQuery(Control_Point u) {
m = CreateReplyMessage()
m.Put(u.GetLocalObjects())
for each Child v of u do
if (v.HasObjects()) then m.Put(v)
SendMessageBack(m)
}
Synchronized ReceiveMessage(Message m) {
for each Object o in m do
PQueue.add(0)
for each Control_Point u in m do
PQueue.add(u)
PQueue.remove(SenderOf(m))
WCDist = UpdateWCDist()
SendMessagesWithin(WCDist)



Figure 1 shows how a NN query proceeds using our
algorithm. The dark dots in the figure represesmt 16f.,,
level control points fof;, = 2. Three objects X, Y, and Z
are represented by shaded rectangles. Accordintheo
rules defining the MX-CIF quadtree and wifly, = 2,
object X is stored at level 2 with control point8A, BB,
BC, and BD. Object Y is stored at level 2 with gohpoint
AD and object Z is stored at level 3 with contraling
DDA. The f., level control point containing the query
point g is CC. We show two WC distances that are
computed by the algorithm. This is because thé dsatrol
point cannot locate any objects and reports teathtldren
also do not have any objects. In general, the Wi€rimn
should present a shrinking behavior when new, smatd
closer blocks are investigated until an objectesieved
from the top of the queue. But it can also exparttiomt
requiring a change from our algorithm. This faetits the
continuation of the algorithm for ranking. But ergéns
for this criterion has an additional benefit forFPystems.
As we cannot lock the whole P2P quadtree for alesiNgl
query, it is possible that while we traverse thadijtee, a
delete request can remove the spatial objects foloek
that has been previously inserted into the priogieue,
creating a need for expansions in the WC distance.

5. ANALYSIS

In this section, we compare our approach with the
sequential algorithm presented by Hjaltason and ébam

—_—

2003 for a P2P setting. To simplify the analysis,agsume

that:

a) We have a perfect MX-CIF quadtree with height h,
i.e., all leaves are at the same level,

b) The caching algorithm presented in Tanin et al.4200
does not encounter any misses and hence, we do not
need to use the Chord methods for control poirk-loo
ups, i.e., during the tree traversals,

c) The user runs the ranking process until completion,

d) Message passing is our main concern and in-memory
operations are negligible,

e) Messages are small and hence latency, rather than
message bandwidth is the main issue,

f) The latency is a constant to all the peers from any
given query initiating peer,

9)  frin =0 (andfre = ),

h) There is only one spatial object per leaf and tlaeee
no spatial objects in the internal nodes,

i)  The quadtree is formed over a square region,the.,
bounding box of the data is a square.

We believe that this analysis provides an insightoahow
the original and the new algorithms (for P2P sg#)n
differ. Yet, for a real-life comparison and for ebging the
full benefits of the new algorithm, we need to realistic

experiments with our work (which is stated as fatwork

on which we are currently focusing our efforts).
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Figure 1. Spatial objects, control points, query pimt, and two WC fronts in a quadtree withf;,= 2.



Given our assumptions, the sequential version & th
algorithm (if implemented directly on the P2P quedt
index presented in Tanin et al. 2004) will havevisit
every node of the tree in a sequential mannerrth adl the
objects in the P2P system. Therefore this processah
complexity ofO(4").

For our parallel algorithm, the closest NN will foeind in
O(h) while each level will be visited in parallel.h@
algorithm starts at the root and gradually focusesone
part of the tree while restricting the WC increnadiyt
Eventually we will reach to the leaves. The diffese from
the sequential algorithm is that at every stephefdescent
in the traversal of the tree, from one level totarg many
nodes will be visited in parallel, and many intediate
nodes will have already been inserted into the riyio
queue. These nodes will be used later on for rapkie.,
finding the remaining objects in the order of thaistance
to the query point. In fact, the blocks that comttie next
few NNs, given our assumptions, may have alreadynbe
visited while processing the current NN and thetiapa
objects that they contain may have already beeertied
into the priority queue. When we process the objectd
blocks that have not been visited, all other blogkfin a
WC will also be automatically visited, again in aiel.
This, given our initial assumptions for a perfeciadtree,
will lead to a wave of parallel expansions of theadtree
blocks from the query point. This wave moves distye
and there will beD(4"?) increments. This is because there
are as many increments as there are number ofdeave
one dimension of the quadtree. At each incremeatywli
need to process only a single level of the quadtreeach
to the neighboring leaves. Hence, the overall cerity of
our algorithm will beO(2"). This isO(2") faster than the
sequential algorithm if it was directly implemented the
P2P network.

6. AN APPLICATION PROTOTYPE

We have implemented a two-dimensional prototype
application to demonstrate our algorithm. The agion
facilitates insertion, deletion, range (or windoueges as
they are commonly called in spatial databases d@BIB),
and NN queries for spatial data. It functions a®2P
lookup service for a virtual city. Users can fineests and
places of interest on this P2P application. Thgeajueries
are implemented in a similar manner as they arerithes
in Harwood and Tanin 2003 where the P2P quadtmexin
was introduced. NN queries, the focus of this papes
implemented using the NN algorithm presented abohe.
user interface of the application consists of a fiea city
that comes with the application itself. We also éhawo
text boxes and some control functionality, e.g.ergu

buttons. The map is used to define rectangularctbjge.,
marking places in the city) to insert data into thaP
network (e.g., events and locations of interesty. &ach
inserted object, a description text can also beredtinto a
text box. For each query, feedback is given throargbther
text box. Only the original owner of an object cdelete
the object while everyone in the P2P network cagryjor

insert objects. Screenshots of this P2P application
shown in Figures 2 and 3. Figure 2 shows all tiserited
spatial objects as a result of a range query foemtire

district in a city after zooming in (as it is seley one peer
in the network). To perform a NN query, the graphigser
interface allows the user to select a query pojrgédecting
a position on the map. Pressing Neghbor Query button

retrieves the first spatial object that is neateshe query
point. A screenshot of a NN query and a resulhsas in

Figure 3. Many other features of this applicatioe aot
shown in this paper such as object insertionsiexett of

details for a resultant object, etc.

7. CONCLUSIONS AND FUTURE
WORK

Performing NN queries on spatial data is an impurta
operation. In many future P2P applications theseriqs
will require efficient algorithms to run on distuted data
structures. We have developed an efficient algorithat
facilitates NN queries on spatial data in P2P netaoThe
algorithm uses a P2P index that we developed ireatlrer
work to find the spatial objects that is nearesatquery
point. Mainly by organizing a communication schefoe
the peers that can or cannot aid in executing dinest NN
query, we restrict the number of messages pasdacde
the peers of the network while still continuinguiilize the
parallel processing power of the P2P network. Ay an
iteration of the algorithm, we basically maintairparallel
front of viable nodes that can still contribute ttee NN
query and hence we adapt the priority queue basdatm
presented in Hjaltason and Samet 2003 for diseibut
environments. Our algorithm has been implemented in
prototype P2P application that provides a lookupvise
for a P2P virtual city. Although the implementatib@as
been in a two-dimensional setting, it can be easitgnded
to higher dimensions. In addition to this, althouighs
implemented on a P2P quadtree index, the algorithm
easily accommodate a P2P R-tree index. We arentlyre
in the process of experimenting with our work. A
comparison of different versions of the algorithrsing
various different parallel front metrics and indicaill be a
fundamental contribution to the area of distributed
computing and spatial data management.
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Figure 2. Screenshot of a range query for a regioafter zooming in to a certain district in a city; showing all existing
spatial objects in the P2P network for that distrid (the three dark rectangles).
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Finding Mearest Meighbour to Point: 281.0 75.0 ... —
MNQuery Completed Successfullyl Neighbor Query
Delete Object

Object: App2D-dnayarl105661494701 was found to be the nearest neighbour
Figure 3. Screenshot of a NN query (the cross repsents the query point and the rectangle representke nearest spatial
object; further clicks on the “Neighbor Query” butt on can be used to continue to rank other hits to query).
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