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Can health conditions be inferred from an individual’s mobility pattern? Existing research has discussed the relationship
between individual physical activity/mobility and well-being, yet no systematic study has been done to investigate the
predictability of fine-grained health conditions from mobility, largely due to the unavailability of data and unsatisfactory
modelling techniques. Here, we present a large-scale longitudinal study, where we collect the health conditions of 747
individuals who visit a hospital and tracked their mobility for 2 months in Beijing, China. To facilitate fine-grained individual
health condition sensing, we propose HealthWalks, an interpretable machine learning model that takes user location traces,
the associated points of interest, and user social demographics as input, at the core of which a Deterministic Finite Automaton
(DFA) model is proposed to auto-generate explainable features to capture useful signals. We evaluate the effectiveness of
our proposed model, which achieves 40.29% in micro-F1 and 31.63% in Macro-F1 for the 8-class disease category prediction,
and outperforms the best baseline by 22.84% in Micro-F1 and 31.79% in Macro-F1. In addition, deeper analysis based on
the SHapley Additive exPlanations (SHAP) showcases that HealthWalks can derive meaningful insights with regard to the
correlation between mobility and health conditions, which provide important research insights and design implications for
mobile sensing and health informatics.
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1 INTRODUCTION

Can we infer an individual’s health condition from his/her mobility patterns? There has been a long line of
research exploring the correlation between physical activity and human well-being [1]. As one of the most
ubiquitous forms of physical activity, mobility has been shown to be closely linked to user well-being [2, 3].
Meanwhile, with the popularization of the mobile phones and wearable devices, individual mobility trace data
have become easily accessible and have been widely used to profile user attributes, e.g. gender, age, achieving
considerable accuracy [4, 5]. A natural and intuitive extension would be to investigate whether individual mobility
traces, can be leveraged to sense fine-grained health conditions, i.e. potential health risks the individual is prone
to, of the users.

Traditional health profiling methods mainly rely on leveraging physical examination and questionnaire-based
methods to give a coarse grained classification [6, 7]. However, existing approaches require slow and manual
interactions between patients and care providers, which cost a lot of time and money[6, 7]. Thus, the effectiveness
of the system for sensing potential health risks is becoming increasingly important, since an efficient and instant
system can provide great convenience in patient care as well as controlling the medical costs. To achieve this
vision, recent years have seen a surge of research interest to leverage ubiquitous computing techniques, e.g. sleep
logs are collected from smart bands and user surveys for user health sensing [8], and the relapse of psychotic
disorder has been detected in [9] by patient-generated and patient-contributed digital data from Facebook, yet
they quite often require specially designed sensors or frequent feedback from users. Thus if health sensing can
be strengthened through mining user mobility signals, the cost of sensing can be even lowered as mobility data
are one of the most easily accessible data sources for an individual.

Despite its potential impact, little work has been done on profiling users’ fine-grained health condition using
mobility data. The most relevant work [10] intuitively defined several mobility metrics to infer individual mood
disorder, and [11] utilized the points of interest (POI) data to predict the evolution of chronic disease at the region
level. Yet none of the literature has addressed the problem of using mobility trace to sense disease category level
individual health condition. The key obstacle not only lies in the lack of a novel dataset, but also the difficulty
of modelling to capture useful signals from mobility traces that can be used to infer health risks at a more
fine-grained level.

Present Work. Here, we launch a longitudinal study where we collect and explore a novel dataset, which
includes mobility traces of 747 patients and the associated medical information. Preliminary analysis confirmed
the characteristic difference in the distribution of classical mobility metrics across different disease categories. To
enable accurate sensing of individual health conditions, we further propose HealthWalks, a machine learning
model that takes user location traces, their associated points of interest, and user demographics as input, at
the core of which a deterministic finite automaton (DFA) model is used to auto-generate a large number of
interpretable features to help capture useful signal.

Furthermore, we present insightful analysis on the interpretability of HealthWalks. Many machine learning
techniques have been utilized in previous work about user profiling based on mobility data, including RNN-based
methods [12, 13], unsupervised clustering [14, 15], and network embedding methods [16, 17]. However, they
are unable to explain the signals that contribute to the prediction captured in their model, neither can they
offer a reasoning procedure for the prediction similar to human experts. Considering that interpretability plays
a vital role in the medical machine learning task, we adopt the latest popular explainable model, the SHapley
Additive exPlanations (SHAP) [18] to construct an explainable system for our model, where the influence of each
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variable on each prediction can be computed by utilizing a game theoretic approach. Within this technique, some
interesting insight has been extracted, e.g., the endocrinology group is found most associated with sports and
restaurant POI, the mental and neurology is found to be the most aligned with the workplace-related features,
and the birth group showcases the most inactive mobility pattern. Finally, we present a reasoning procedure to
showcase how our model infers a user’s potential health risk through his mobility trace.

To the best of our knowledge, our paper is the first to profile fine-grained health condition using individual
mobility traces, which is of great importance to the boosting of effectiveness of the existing system for sensing
potential health risks. The major contributions of this work can be summarized as follows:

e We propose a novel question to sense fine-grained health risks using mobility data. To make this study
possible, we utilize a questionnaire-based method to collect the outpatient information from hospitals in
Beijing. Then, through collaboration with mobile operator, we collect the mobility trace covering two months
from relevant users with their permission.

e We propose a method HealthWalks based on a deterministic finite automaton (DFA) to generate numerous
features which are then selected by regularization method for the final classification. We also aggregate the
points of interest (POI) data and demographics to generate features capturing the semantics of the trajectory.

e Then, we conduct empirical experiments on a real world dataset to showcase the significance and robustness
of our model to predict severity and disease category. We demonstrate that our model has achieved up to
40.29% in Micro-F1 and 31.63% in Macro-F1 for the 8-class disease category prediction, which significantly
outperforms the best baseline by 22.84% in Micro-F1 and 31.79% in Macro-F1.

e Finally, we conduct extensive experiments to cast insight on the correlation between mobility patterns and
health conditions. We combine the global feature importance and local explanations to gain a meaningful and
comprehensive interpretation of the health signals reflected by the mobility trace data. These results bring us
knowledge which is vital to numerous applications, including intelligent medical system for sensing potential
health risks, medical-related apps and even the scheduling for the urban medical resources.

2 BACKGROUND AND RELATED WORK

With the prevalence of mobile devices, there has been a soaring number of applications based on the large-scale
mobility data, including traffic prediction [19], social relationship inference [16], user profiling [20], and disease
evolution prediction [21]. In this paper, we concentrate on leveraging the mobility data to predict user’s fine-
grained health conditions. We review the most relevant related work, which can be summarized as three major
perspectives.

2.1 Physical Activity, Mobility and Health

Previous work from biological and medical fields has studied the relationship between physical activity and health
status. Buchner et al. [1] has proved that physical exercise can improve older people’s health considering the
physiological measures of physical fitness. A conceptual framework is proposed [22] to outline how adolescent
physical activity might contribute to adult health. Also, a number of researchers [23, 24] have demonstrated that
regular physical activity of moderate intensity can reduce the risk of numerous chronic diseases and extends
longevity. Blair et al. [25] combine preventive etiologic associations with the therapeutic effects of physical
activity on health and disease to assess how much physical activity is required for health. Evidence provided
in [26] demonstrates that even light activities can have health benefits.

Physical mobility, as a specific instance can also have association with the health condition. Actually, there
has been some related work that has explored the correlation between health condition and human mobility.
Longitudinal analytical techniques have been used in [2] to better understand and identify the relationship
between residential mobility and health. Althoff et al. [27] demonstrated the relationship between mobility and
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obesity rate at the country level. All the background theoretical knowledge mentioned above has strengthened our
motivation to study the health condition using individual’s mobility traces, and we hypothesize that individual
human mobility pattern can help predict user health condition at fine-grained level.

2.2 Health Sensing with Ubiquitous Computing

Unobtrusive sensing and wearable devices monitoring health condition have been discussed in [28, 29]. Sleep
quality is predicted in [8] using sleep logs collected from smart bands and user surveys. The monitoring of bipolar
disorder by means of smartphones are discussed in [30]. The relapse of psychotic disorder has been detected
in [9] by patient-generated and patient-contributed digital data from Facebook. However, the existing approaches
cost a lot of money and time on the wearable devices or requires users to give feedback (i.e., fill in questionnaire
on a daily basis) to the monitoring devices or related apps, which is unlikely to be put into use on a large scale.
Besides, the previous related work has mainly focused on the detection and prediction of the psychological states
and mental health conditions. In contrast, our work focus on investigating the possibility of using individual
mobility data captured by their smartphones to predict more fine-grained health conditions, e.g. potential health
risk at disease category level, for each user.

Some work has been done on sensing health using mobility data. The prediction of the chronic disease using
POI check-in data has been studied in [11]. Malaria transmission foci has been identified in [3] using large-scale
human mobility data. User locations and social connections are exploited by [31] to detect the stressful periods.
However, all of these papers sense people’s health condition with mobility data by a coarse granularity, either from
region level or at a large population scale. Furthermore, the previous work simply leverage the physical mobility
data or just the POI check-in data, which cannot extract a whole picture of the mobility pattern. Therefore,
in order to narrow the gap existed in previous work, we are dedicated to predicting the fine-grained health
condition at disease category level, where we combine the physical mobility traces and the points of interest
(POI) information to enhance the semantics of the mobility traces and better represent a comprehensive mobility
pattern linked with health conditions.

2.3 User Profiling with Mobility Data

The availability and proliferation of the large-scale mobility data has aroused extensive studies on exploring
the user profiling. Previous work mainly focuses on leveraging the mobility data to infer social relationship
based on the co-location behavior [16, 17], or combined the mobility data with other source of ubiquitous
data, such as app usage and light sensor, to infer user attributes like age and gender [4, 5]. Other work has
investigated the possibility of sensing user living pattern from mobility [32-34]. Also, studies [35, 36] have found
that important functional locations (i.e., residence and workplace) can be identified by individual trajectory data.
Furthermore, another important related work proposed a temporal pattern based trajectory clustering algorithm,
which effectively captured the similarity in time allocation patterns [14]. It showcased the possibility of predicting
the user attributes based on mobility data. However, one key obstacle for inferring the complex user attributes
solely based on mobility data is the difficulty of dissecting the motivations behind mobility transitions, which
prevents the models from capturing the underlying correlation between mobility behavior and user attributes.
Besides, the methods to deal with the mobility data utilized in the previous work are mainly unsupervised
clustering [14, 35, 37], network embedding methods [16, 17] or RNN-based methods [12, 13], which lack decent
interpretability in how a mobility pattern contributes to the inference of the user profiles.

Different from previous work, our goal is to infer the fine-grained health condition (i.e., the potential health
risks) based on the mobility records collected by the widely-used smartphones, which has been absent in the
ubiquitous computing area. Also, different from the methods mentioned in the related work, we propose a
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feature-based model together with the state-of-the-art explainable machine learning technique to improve the
performance while preserving fine-grained interpretability.

3
3.1

DATA COLLECTION, PRELIMINARY ANALYSIS AND TASK FORMULATION

Data Collection

We collect a real-world mobility trace along with user improvement demographics and medical data, which
combine the raw mobility records with the points of interest (POI) data to enrich the semantics of the trajectory.

Table 1. The basic information of the utilized datasets.

City Time Duration Records | Users | Locations
Beijing, China | 1st July — 31st August, 2017 | 907,345 747 15,509

3.1.1  Mobile Network Data. We collect the dataset jointly from the local mobile operator, China Mobile and
11 hospitals in Beijing, which contains over 7 million mobility records covering 747 outpatient users and 15,509
associated base station locations for two months, i.e., from 1 July. 2017 to 31 August. 2017. It should be noted that
the eleven hospitals we collaborate with are well-known and representative, including 8 general hospitals and 3
specialized hospitals. The details of how we collect the dataset are as follows.

o First, we set digital questionnaires in the collaborated hospitals in Beijing by QR-code, and set several
questions about their outpatient information (i.e., including their gender, age, education level, specific
department he or she visits, etc.). It should be noted that we regard the department he or she visits as the
specific kind of disease category he or she suffers. Several measures have been adopted to verify the raw
data. We check the validity by collecting the completion time for each question to verify the quality of the
collected data. Also, we set a trap question (i.e., a question that has a known answer) in the questionnaire
to check the validity of the questionnaire. We accepted 7,759 questionnaires and only pick out 562 validated
users from seven representative disease categories (i.e.,dental, mental, birth, endocrinology, neurology,
orthopedics and cardiology) and 185 healthy people.

o Then, for the validated questionnaires, we ask their permission to join our potential research project and
permit our analysis of the mobility trace. If they are willing to share this kind of private information, then
we can collect the mobility records of them which covers a period of 2 months through close collaboration
with the mobile operator. Specifically, the fine-grained mobility trace records the time stamps and the
connected base stations with longitude and latitude information whenever the mobile users access cellular
network, e.g., sending text messages and making phone calls, consuming mobile data traffic. The period of
two months ensures the sufficient number of records after the preprocessing procedure in Section 3.1.4.
Furthermore, the mobile operator offers us the user attributes, i.e., age, gender and average revenue per
user (ARPU.).

Table 2. The distribution of user demographic in China Mobile dataset.

Demographic Category
Gender male (27.98%), female (72.02%)
Age 0~30 (21.95%), 30~40 (35.74%), 40~60 (35.21%), 60~99 (7.10%)
Education junior high school (21.02%), senior high school (25.57%), undergraduate (25.97%), postgraduate (27.44%)
Income very low (10.17%), low (18.34%), high (59.71%), very high (11.78%)
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Fig. 1. The distribution of disease and POI categories of the dataset.

o To further verify the data, we check the consistency of the basic information (i.e., age and gender) from
both hospitals and mobile operator, and we discard non-reliable questionnaires. Furthermore, we adopt
several measures to protect the privacy of this sensitive data (e.g., map the telephone information by
hash technique for each user). The issue of the privacy and ethical considerations will be discussed in the
following section.

Specifically, we display the distribution of user demographics (i.e., gender, age, education and income) of
collected users in Table 2. Most importantly, the hospitals provided the questionnaires information filled out by
the users mentioned above, which includes the associated disease information. We collect healthy users as well
as patients with 7 representative disease categories, including dental, mental, birth, endocrinology, neurology,
orthopedics and cardiology. The distribution of the disease categories, i.e., healthy (185), dental (78), mental (55),
birth (83), endocrinology (101), neurology (87), orthopedics (59), and cardiology (99), is shown in Figure 1(a).

3.1.2 POl of Beijing. Through collaboration with Tencent incorporation, we were granted access to the points
of interest (POI) information collected by Tencent Maps. In order to link the raw mobility records with the
POI data, we first partition Beijing with a grid-based map segmentation. Specifically, we adopt a 100m X 100m
disjointed grid, which means the distance between the adjacent minimal units on the grid-based map is 100
meters. Then we compute the distribution of the POI for each grid. It should be noted that we only pick out ten
possible related POI categories proposed by [11] for use, i.e., restaurant, company, government, shopping, life
service, recreation, sports, tourist attraction, education and residence. The total number of the points of interest
for each category is displayed in Figure 1(b).

3.1.3  Privacy and Ethical Considerations. Considering the sensitivity of this kind of data, we have adopted
the following protocols to tackle the potential privacy and ethical risks in data analytics. First of all, the whole
data is properly anonymized by the data owners before being available to us. Specifically, real user IDs are never
made available to the researchers. Moreover, our data analysis procedures are reviewed and authorized by the
dataset owners to ensure the compliance with privacy protocols in the Term-of-Use statements. Second, all the
researchers that have been authorized to access the datasets are bounded by strict non-disclosure agreements,
and our research protocol is approved by the local institutional board. Finally, all the data are stored in a secure
off-line server, and only the authorized core researchers can access the data.

3.1.4  Preprocessing. To prepare a cleaner and higher-quality dataset for the downstream tasks, we take several
preprocessing procedures to denoise the raw trajectories. First of all, for our problem setting, we only utilize the
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mobility records before their first visit to the hospital for the patients who visit a specific department. Specifically,
we filter out the users who never show up around the hospital to check the validation of the questionnaire
information from the spatial perspective. Secondly, we limit the highest speed of the trajectories to 120 kilometers
per hour, since the expressway in China limits the maximum speed per hour to 120 kilometers, and the speed
limits of most of the means of transportation for daily use, including the bus and subway, are lower than that
bound. Finally, to fully explore the mobility patterns, we only preserve the users with more than 50 records.

3.2 Preliminary Analysis
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Fig. 2. The distribution of basic mobility metrics across different disease categories.

To initially explore the correlations between mobility patterns and disease categories, we design three basic
and classical metrics to represent the mobility patterns and showcase their distribution among disease categories.
First of all, we compute mobility entropy (i.e., the historical probability that a location i was visited by u) for each
user. As is shown clearly in Figure 2(a), the healthy people rank first with 8.84 median of the entropy, followed by
dental (8.14), while the mental, endocrinology and birth falls behind, which has only 7.49, 7.53, 7.70 for the median
of the mobility entropy, respectively. Secondly, we figure out the sum of distances travelled by an individual
per day. As can be observed clearly from Figure 2(b), healthy, dental and cardiology group traveled 37.01, 30.36
and 25.01 kilometers for the median of the distance respectively, while the birth, endocrinology, mental, and
orthopedics group has only 12.75, 13.86, 15.50, 15.87 kilometers for the median of the distance respectively. In
addition, we detect the "home" by finding the places where the user visited most frequently during nighttime, and
then figure out the maximum distance from home [10]. Figure 2(c) indicates that the healthy people go farthest
from home, and have 44.69 kilometers for the median of the distance. In contrast, the median distance from home
of the mental, birth and orthopedics group is only 25.56, 30.92 and 33.92 kilometers, respectively.

In brief, these three figures showcase the difference of the mobility metrics lying in different disease categories,
where the healthy and dental group displays an active mobility pattern, while the mental, birth and orthopedics
groups show inactive mobility patterns, which is in agreement with our intuition and common knowledge. Most
importantly, this preliminary analysis indicates that we might be able to predict the disease category based on
these interpretable mobility metrics that can reflect the behavioral pattern of the user. However, it is difficult for
our researchers to pick out all the metrics that can show great variance among different disease categories for
downstream task (i.e., prediction task), since the distribution of the mobility metrics across disease categories, to
some extent, is subject to the characteristics of the dataset, including the number of the users, the length of the
mobility traces, the granularity of the disease categories or even the regions or countries covered in the dataset.
Therefore, it is of great importance to design a model that can automatically generate numerous mobility metrics
while preserving interpretability.
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3.3 Task Formulation
Finally, we formally define our utilized data and problem as follows.

Definition 3.1. (Urban mobility record, UMR) An urban mobility record is a quaternion (u, 1, t, d), which
denotes that user u visits location / at time ¢ and stays at that location for duration d , where [ denotes a unique
area with geographical coordinates (i.e., longitude and latitude) and boundary in the urban space.

Definition 3.2. (Point of interest, POI) A point of interest P is defined as a uniquely identifiable venue
with specific function C, e.g., residence, workplace, restaurant and park. In our model, each location has a POI
distribution vector which indicates the number of different types of POIs around that location.

HealthWalks Target. Given the mobility records of users with the associated POI distribution data, we aim at
predicting the potential health risk for each user based on the mobility metrics automatically generated by a
deterministic finite automaton. The derived mobility metrics should not only be able to enhance the performance
of the prediction task, but also to preserve fine-grained interpretability that can explain the health signals reflected
by the mobility trace.

4 METHOD

In this section, we are transforming the raw mobility records into a series of mobility metrics that can be used to
predict the disease category for each user, while preserving fine-grained interpretability. There has been a major
defect in the most relevant related work [10], where several mobility metrics are intuitively chosen to predict
the psychological state. Since it takes a lot of time to specify each feature one by one, this intuitive approach, to
some extent, improves the interpretability at the sacrifice of the accuracy of the model. Here, we balance the
two key factors, accuracy and interpretability, and propose a model based on deterministic finite automata, to
automatically generate numerous interpretable features.

Furthermore, the relevant work [10, 11] either solely relies on raw mobility trace or POI check-in data, which
cannot fully extract the behavioral patterns of the raw mobility trace. Therefore, we combine the physical mobility
trace with the associated POI data and the demographics as input of the model to better capture the patterns
and health signals reflected by the mobility trace. To conclude, we propose a model based on a deterministic
finite automaton (DFA) to generate a great number of mobility features automatically. Then, we aggregate POI
information to enrich the semantics for the individual trajectory. Finally, we utilize regularization techniques to
eliminate redundant features from the model for the final prediction.

4.1 Definitions of Metrics

Before formally introducing the main structure of our model, we should first give the definitions of the notations
and mobility metrics utilized in our model.

4.1.1  Mobility Metrics. First of all, we regard the mobility trace as a sequence of mobility records defined
in Section 3.3, which is widely used in the research of mobility modeling [38]. Then, we choose some classical
mobility features from [39], [40] and [38] to represent an individual’s moving behavior and pattern. It should be
noted that we identify the location that user i visits most frequently during nighttime as his or her home and
the place visits most frequently during daytime as his or her workplace. Previous work [36] has suggested that
residence and workplace are two important locations since people spend most of their time around residence and
workplace during daytime and nighttime, respectively. Therefore, we identify these two locations and link some
mobility metrics with the two vital locations using well-established techniques [36, 41]. The definitions of the
mobility metrics utilized in our work are displayed as follows.

e The number of different locations visited, Nd [10] This metric Nd,, is defined as the total number of
unique locations visited by user u.
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e Maximum distance, Dm [42]. The metric is computed as the maximum distance between two locations
travelled by an individual.

Dm, = max dist(l;,[}),
li,jEll,... N

o Straight line distance, Ds. It is defined as the sum of distances travelled by a user:

N-1
Ds, = Z dist(l;, li+1),
i-1

where N denotes the number of locations visited by user u.
o Radius of gyration, R [43]. This metric is widely used to weigh the area covered by the user, which is
computed as:

1 N
N z; dist(li, C),
i=

where N is the number of locations visited by user i, and c is the coordinates of the center of mass of the
locations visited by user u.
e Maximum distance from home, Dh [10]. We first identify the location that user u visits most frequently
during nighttime as the home, and then compute the maximum distance traveled from there:
Dh, = max dist(ly,[;),
liel,...In
where N denotes the number of locations visited by user u and I;, denotes the coordinates of the home.
Another metric The maximum distance from workplace, Dw [36] can be computed in a similar way.
e Mobility entropy [44] Mobility entropy is inspired by the Shannon entropy to quantify the predictability
of an individual’s movements based on the historical probability that a location was visited by the user. We
incorporate two types of entropy in our method, the uncorrelated entropy Eu and the real entropy Er:

Euu = —Zpl Ingpl, Eru = _ZPS logzps’
7 s

where [ iterates over locations visited by user u, and p; represents the probability that a location ! was
visited by user u, i.e. the number of visits to location ! divided by the total number of records generated by
user u; s iterates over all possible sequences of locations, and ps denotes the probability that s appears as a
contiguous subsequence in the user’s trajectory.

4.1.2 POl Metrics. POI features are demonstrated to be closely related to user living patterns [33, 45]. For
each location, the POIs in its vicinity are classified into 10 types and counted as per Section 3.1.2. Three types of
metrics for a location can thus be defined:

e The count of surrounding POIs, Pgyy,.

e The proportion of a certain type among surrounding POIs, P; (0 < i < 9). Defined to be the number
of surrounding POIs of type i divided by Pgym. Types i = 0,1,...,9 correspond to POIs marked with tags (0)
restaurant, (1) company, (2) government, (3) shopping, (4) life service, (5) recreation, (6) sports, (7) tourist
attraction, (8) education, and (9) residence, respectively.

o The variety of function, Pyy. Defined to be the standard deviation of Py, Py, . . ., Po.

Now that all the notations and metrics utilized in our model have been defined, we introduce the major
framework of HealthWalks.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 4, Article 138. Publication date: December 2020.



138:10 « Linetal.

4.2 Deterministic Finite Automaton for Feature Generation

Previous related work on spatio-temporal health analytics [10] has focused on manually picking out a limited
number of mobility metrics to capture the behavioral characteristics. The major drawback of this approach is that
even for an experienced researcher or medical staff, it is really hard for them to select the decent mobility metrics
that can effectively link with people’s health condition at a first glance. Therefore, it costs them a lot of time
to verify the performance for the permutation and combination of those state-of-art mobility metrics. Inspired
by [46] and [47], which prove the effectiveness and interpretability of the deterministic finite automaton (DFA)
on sequential data and successfully applies it on poverty and wealth index inference, we are motivated to design
a novel structure based on DFA to deal with the mobility traces, which can generate numerous interpretable
mobility metrics automatically. The key part for a deterministic finite automaton is the operations and the legal
transitions between different states, which are introduced as follows.

e Overview. As is shown in Figure 3, from the initial state, the list of raw urban mobility records (UMRs)
consisting of a series of fields (user ID, date, time, duration, coordinates of location, etc.) are sent into the
DFA and then transferred from one state to another. The final output at the terminating state are numerical
values corresponding to each user, being a mobility metric generated according to the traversed path on
the automaton. The transitions are defined with clear meanings, so that any mobility metric generated by
the DFA have a physical interpretation. We list the operations here and describe the details in Section 4.3.

o Filter f(-). Transforms a set of UMRs into a subset according to a certain criterion.

e Select s(+). Transforms a set of UMRs into a set of values by selecting a single field from a row.

e Merge m(-). Groups a set of selected fields (with their corresponding UMRs) by a certain attribute.

o Reduce r(-). Assigns each user the set of field values of the group they belong to, again forming (possibly
identical) collections grouped by user IDs (ego).

o Aggregate a(-). Calculates a certain metric on the set of fields, transforming it into a single numerical
value. Details of metrics used in this step are described in Section 4.1.1.

UMRs
(traj,demo)

UMRs
(traj,ego)

Fields

(traj,demo)

Field

(traj,demo)

Fields
(traj,ego)

Demographics

Fields
(poi,ego)

Fig. 3. The workflow of our proposed model HealthWalks. Each circle represents a state and each arrow symbolizes a
transition. The initial input of the deterministic finite automaton is the sequence of raw mobility records together with the
points of interest (POI) distribution vectors, and the final output is the mobility metric for users. Demographics are both
externally and internally aggregated into the complete framework.
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4.3 Incorporating Semantics for Mobility Traces

Obviously, our model provides a flexible and scalable framework that can easily aggregate additional information.
Here, we are going to add the points of interest (POI) information into our model to boost the prediction of the
disease category. Meanwhile, the interpretability of the model is improved since a POI represents an identifiable
venue with specific function, which might be able to reflect what the user is doing at that location, thus activating
the potential to explain the correlation between health condition and mobility patterns from a more fine-grained
perspective. After the preprocessing of the points of interest (POI) data in Section 3.1.2, we can now map each
location visited by users to a specific 100m X 100m grid of the city with a POI distribution vector. Specifically,
we regard the points of interest data as a "semantic mobility trace", which consists of a sequence of points of
interest distribution. Then, the sequence of POI distribution vectors is treated in the same way as the sequence of
mobility records. Finally, the output of the metric related with POIs aggregates decent semantics into the model,
which is of great benefit to the downstream prediction and interpretation tasks.

The overall design and details of the legal transitions in HealthWalks are listed in Table 3. An abbreviation is
assigned to each transition, so that each path on the automaton (hence each generated feature) can be uniquely
identified with the concatenation of all transitions went through. As an instance, “wd+_age_traj_dailynlocs”
denotes a path that generates for each user the average number of all distinct locations visited during daytime
per day by users among their age group.

Table 3. The legal transitions on the automaton and their corresponding abbreviations.

Operation Notation | Transitions Abbreviations
Filter () Keep records on weekdays or weekends wd+, wd-
Keep records during daytime (09:00-21:00) or nighttime | whour+, whour-
Keep records around home or workplace resi+, work+
Select s1(+) Select the coordinates of the location traj
s2(+) Select the count of surrounding POIs Py, poisum
Select the variety of function Py poisd
Select the proportion of a type of POIs P; poio, ..., poi9
Merge my(-) Group by user ID (i.e. no grouping) id
my(-) Group by demographic traits age, edu, income
Reduce r(-) Unique transition; operation determined by selected m(-) | N/A
Aggregate ai(-) Radius of gyration R radgyr
Average uncorrelated entropy Eu over all days dailyuentr
Average real entropy Er over all days dailyrentr
Average sum of straight-line distances Ds over all days | dailysumdist
Average number of distinct locations Nd over all days | dailynlocs
ax(+) Numeric statistical measures (sum, maximum, average, | sum, max, mean,
standard deviation, entropy) sd, entr

4.4 Regularization for Feature Selection

From the hundreds or thousands of mobility metrics generated by the DFA model, we utilize the supervised
technique to pick out a smaller subset of predictors that can serve as the best joint features of the disease category.
Specifically, we adopt lasso regularization [48] to penalize the complexity of the model and prevent our model
from ‘overfitting’ on the relatively small number of training samples. For the model coefficient of the n—th value,
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the penalty of Lasso regression is defined as: AX,[|f,||. This norm-1 regularizer typically results in a sparse
solution in the feature space, and assigns zero weights to most irrelavant or redundant features, which is the
most widely used and classical technique for feature selection. Theoretical analysis [49] has proved that Lasso
regression is highly effective when there are only a few training instances with many redundant and irrelevant
features. In conclusion, our goal is to reduce the dimensionality of the data and then use another powerful
classifier to make the final prediction.

4.5 Downstream Prediction Model (XGB)

The large number of features generated by HealthWalks can be used on any prediction model for the final target. In
this paper, we adopt the gradient boosting machine trees because previous work found that they achieve superior
and robust performance gains over other state-of art models. Gradient boosting machines were introduced by
Friedman [50], which utilize an ensemble of weak prediction models to perform classification or regression tasks
in an iterative fashion. Specifically, we utilize XGBoost [51], a popular and powerful implementation of gradient
boosting machines which is derived from the extreme gradient boosting, and optimizes both the training loss
and regularization for the ensemble of the trees generated. In addition to the multiclass XGBoost model, we also
adopt two other strategies, one-versus-rest (OVR) and one-versus-one (OVO) for the downstream explainable
classification [52]. On one hand, the final decision in OVR strategy selects the class that has the maximum value
of binary decision function among all OVR binary classifiers. On the other hand, binary classifiers for all pairs of
classes are constructed in OVO strategy, and then the class with the largest number of votes by all classifiers is
selected. We only report the results of the multiclass XGBoost due to its higher performance and apply SHAP
technique on it to offer global interpretability. The additional two strategies are applied only when we want to
offer local explanations for each prediction case.

4.6 Interpretation Technique (SHAP)

SHAP is a recently popular technique aimed at explaining the output of so-called black box machine learning
models by utilizing a game theoretic approach. Most of the previous work to explain the tree simply gives
the global feature importance, while the SHAP value computes the contribution of each input variable in each
prediction of a machine leaning model. It connects optimal credit allocation with local explanations using the
classic Shapley values from game theory and their related extensions, and the calculation formula for the SHAP
value ¢; is computed as follows [18]:

IS|! % (N = |S] = 1)!
% NI :

$1 = seming LFGisui) = £ (3s)] <1>

where R denotes the whole set of the input features, S represents a subset of input features and M stands for
the number of input features. f(xs) denotes the output of the machine learning model when the ith feature is
withheld, and f(xsy;) denotes the output when the ith feature is present. However, although global interpretability
can be given by aggregating the SHAP values across all the training examples, it was difficult to consider the
influence of all variables on each prediction for the multi-class classification. Therefore, we further adopt other
two strategies, OVR and OVO to extract fine-grained local interpretability.

Furthermore, much related work [53, 54] has proved the effectiveness to explain the medical machine learning
problems. Therefore, we focus on the tree explainer using SHAP value approach [18] to combine many high-
quality local explanations with global ones to give a comprehensive explanation to the model, thus casting insight
on the correlation between mobility patterns and health conditions.
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5 EXPERIMENT
5.1 Experiment Settings

5.1.1 Baselines. We select a number of baselines to compare against our method. Specifically, the baselines
can be divided into three categories: classic models, deep learning models and variants of our model. (i)First, we
choose two classic methods to serve as benchmarks: random guess and prediction based on demographic and
intuitive mobility features. (ii) Then, we compare our method with neural network based method(i.e., MLP and
LSTM). (iii) After that, we present the results of the four variants of HealthWalks which represents the results on
the partial structure of our whole model. The details of the variants are discussed as follows.

e Random guess. It is the most basic method that sets a naive benchmark for the prediction task. It randomly
chooses a disease category for each user.

e Raw Demographic Feature (demo). It is the classic feature based method, where the demographics (i.e., age,
gender, income and education level) are leveraged to predict the disease category by XGBoost. It should be
noted that this is the traditional questionnaire-based method widely used in hospitals.

e Manual Feature (manual). We select five hand-picked mobility features (i.e., number of records, radius of
gyration, entropy, straight line distance and maximum distance from home) and combine them with the
points of interest (POI) distribution around users’ residence to predict the disease category by XGBoost.

e Demographic & Manual Features (demo+manual) We combine the demographics and the hand-picked
mobility features together with POI distribution around a user’s residence for prediction by XGBoost.

e Multilayer Perceptron (MLP) [55]. It is a conventional deep neural network which learns the non-linearities
from the historical frequency distributions over all locations.

o Long Short-term Memory (LSTM) [56]. It is an artificial recurrent network with feedback connections.
LSTM is often used for text classification [57]. Here we input the points of interest sequence as time series
data to predict the disease category for each user.

o HealthWalks (ego). It is a variant of HealthWalks, which only exploits the mobility records grouped by ego
network in our framework.

o HealthWalks (ego+demo). It is a variant of HealthWalks, which aggregates the mobility features grouped by
demographic network in our framework.

o HealthWalks (ego+poi). It is a variant of HealthWalks, which incorporates the POI information into the
trajectory.

o HealthWalks (ego+demo-+poi). It is a variant of HealthWalks, which aggregates both the demographics and
POI information into our framework.

Except for the random guess and raw demographic feature method, all the evaluated baselines utilize the mobility
traces, where the MLP model extracts the historical frequency distributions, and the LSTM makes use of the points
of interest information as time series data. Considering that all the users in our evaluation datasets have ground
truth information about their disease categories, we feed all the mobility metrics generated by HealthWalks into a
supervised classification model to predict the disease category. Specifically, we adopt the widely used and highly
effective boosting tree system: XGBoost [51] as our classifier, and it can be easily switched to other supervised
and semi-supervised models.

5.1.2  Feature Selection. From the 1,032 mobility metrics generated by the HealthWalks, we utilize the norm-1
regularizer to remove the most redundant and irrelevant metrics and preserve the ones than can be the best
joint predictors. Figure 4 illustrates how model performance depends on the parameter of regularization A. Here
we report both the cross-validated performance (5-fold cross-validation) in terms of Micro-F1 and Macro-F1.
For a small regularization parameter A, a large subset of the features are selected, which might cause ‘overfit’
on the small number of training examples. When the parameter A is extremely high, the universal set of the
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mobility metrics is preserved, and both the Micro-F1 and Macro-F1 levels off. As the parameter A increases,
more redundant or irrelevant features are removed, and both Micro-F1 and Macro-F1 increases. The Macro-F1
reaches its peak with 750 features preserved. As the parameter A continues to decrease, less features are selected
and the performance begins to degrade, which means that the model is so strict that it even drops some useful
predictors. When the parameter A is extremely large, very few features are preserved, so the performance is poor.
It should noted that all the baselines related with our HealthWalks have conducted feature selection before the
final prediction using XGBoost.
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Fig. 4. The influence of regularization on model performance. More features are selected as the regularization parameter
A increases, and the optimal regularized model contains 750 features. Adding more features will lead to overfitting while
removing features will lower the model performance.

5.1.3  Evaluation Metric. We adopt Micro-F1 [58] Macro-F1 [59] and Top-k Accuracy [60] metrics to evaluate
the prediction performance. They are the most adopted metrics in real-world application [61, 62], and they
balanced measure model’s performance from different aspects.

- 2-TP, Y2 TP S 1Ty € Si(k)|

1
Macro-F1 = — , Micro-F1 = , Accuracy = ,
L ; 2-TP;+ FN; + FP, le1 (2-TP; + FN,; + FP)) y M

where M stands for the number of samples, L represents the number of disease category, S;(k) is the set of the
top-k attributes the model predicts user i exhibits, and T; is the ground truth. |T; € S;(k)| equals to 1 if the ground
truth attribute is included in S; (k), otherwise it equals to 0. Without loss of generality, we set k = 2 for the Top-k
Accuracy metric.

In order to ensure the robustness and effectiveness of the results, we randomly split the datasets into 5 subsets,
and report the average performance of 5-fold cross-validation. For the prediction of each disease category, we
make sure that it distributes uniformly in each subset.

5.2 Result Analysis

5.2.1 Performance Comparison with Baselines. The overall experimental results are summarized in Table 4. For
the proposed HealthWalks model, we conduct statistical analysis to examine the significance of performance gain
over the best baseline. Specifically, we adopt Student’s t-test with Bonferroni correction to figure out the p-value
p and effect size ES respectively, where p < 0.05 and ES > 0.8 indicate the performance gain is statistically
significant [63]. According to the results of the performance, we have the observations and conclusions as follows.

e First of all, the demographic and manual feature based methods show notable performance gain over the
random guess method and deep neural network methods, including MLP and LSTM which simply utilize

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 4, Article 138. Publication date: December 2020.



HealthWalks: Sensing Fine-grained Individual Health Condition via Mobility Data « 138:15

the frequency distribution vectors and the points of interest sequence. A possible reason is that the complex
correlation between mobility patterns and disease category cannot be preserved by the simple frequency
distribution vectors or the points of interest (POI) sequence, which indicates the importance of generating
numerous features to boost the performance of the disease category prediction.

e Secondly, our proposed HealthWalks significantly outperforms all baselines. HealthWalks reaches a 22.84%
relative gain over the best baseline (i.e., demo+manual) in terms of Micro-F1 and 31.79% relative gain in
terms of Macro-F1 and 11.85% relative gain in terms of Top-2 Accuracy. It should be noted that all the
relative performance gains mentioned above have passed the Student’s t-test with Bonferroni correction
(p < 0.05,ES > 0.8).

e Finally, we compare our complete HealthWalks model with the degraded versions, and the results indicate
that the performance grows consistently as more parts are added to the framework, proving that each
part of our framework plays its own role in enhancing the prediction of the disease category. It should be
noted that the ego version of our HealthWalks has already gained higher performance than the traditional
method using raw demographic features, which showcases the effectiveness of our model to capture the
mobility patterns linked with health conditions.

In conclusion, our model achieves great performance in disease category prediction compared with simple deep
neural network methods and models only based on demographics and intuitive mobility metrics, indicating that
our model can better capture the health signals reflected by the mobility trace. Furthermore, the results suggest
that our model can successfully aggregate the semantic information and demographics, which demonstrates the
effectiveness and scalability of our framework.

Table 4. Performance comparison with baseline models, where (x*) indicates p < 0.05 (with Bonferroni correction) and
ES > 0.8 over the best baseline.

Method Micro-F1 | relative gain | Macro-F1 | relative gain | Top-2 Acc | relative gain
Random guess 0.1112 -66.10% 0.1007 -58.04% 0.2692 -43.35%
MLP 0.2115 -35.52% 0.1771 -26.21% 0.3681 -22.54%
LSTM 0.2463 -24.91% 0.2108 -12.17% 0.3842 -19.15%
demo 0.3213 -2.04% 0.2245 -6.46% 0.4605 -3.09%
manual 0.2624 -20.00% 0.2091 -12.88% 0.3936 -17.17%
demo+manual 0.3280 0.00% 0.2400 0.00% 0.4752 0.00%
HealthWalks (ego) 0.3226 -1.65% 0.2266 -5.58% 0.4203 -11.55%
HealthWalks (ego+demo) 0.3561 8.57% 0.2554 6.42% 0.4685 -1.41%
HealthWalks (ego+POI) 0.3574 8.96% 0.2652 10.50% 0.4605 -3.09%
HealthWalks (ego+demo+POI) 0.3722 13.48% 0.2944 22.67% 0.4926 3.66%
Demo+HW (ego+demo+POI) | 0.4029** 22.84% 0.3163"" 31.79% 0.5315™" 11.85%

5.2.2  Performance across Different User Groups. Now, we evaluate how the model performance varies across
user groups with different disease category and demographics (i.e., gender, age, education and income). The
observations and conclusions can be summarized as follows.

e First of all, the performance across different disease categories is displayed in Figure 5 in the form of
confusion matrix, where the elements of the main diagonal represent the precision for each disease
category. As can be seen clearly in Figure 5, the healthy people yield the highest precision score (56%),
followed by cardiology (41%) and endocrinology (36%), while the orthopedics group falls last (13%). One
plausible reason is that the healthy people show a far more active mobility pattern from all other people with
various disease categories, while the orthopedics seems to be confusingly similar to the birth, endocrinology
and dental groups, since they also show less active mobility pattern. This confusion matrix suggests that
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we should explore more about why some categories are easy to pick out, while some disease categories are
confusingly similar to each other, which will be discussed in Section 6.

o Secondly, we showcase the performance across different demographics in Figure 6. Figure 6(a) indicates
that female group has a slightly higher F1 score than the male group. Figure 6(b) shows that the F1-score
of disease category prediction decreases as the age increases, which is probably because older people
tend to get into more diseases as well as become less physically active, which results in less information
to distinguish different health conditions. The performance across different income groups is displayed
in Figure 6(c), indicating that the performance consistently increases as the income level increases. One
possible reason is that people with a higher income level might lead a life with higher standard and pay
more attention to their well-being. A similar finding is displayed in Figure 6(d), where the postgraduate
group shows higher performance than those with lower education level. The possible reason is that people
with a higher education level might lead to a higher income level, which might improve their life quality.

To conclude, our proposed model generally performs better in the user group who is healthy, younger and with
higher income level and higher education level. The variation in the performance across different demographics,
especially age, income and education level showcases the necessity to combine demographics with mobility
features to enhance the model performance.
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Fig. 5. Confusion matrix of model performance across different disease category.
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Fig. 6. Performance of disease category prediction across users groups with different characteristics.
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Fig. 7. The distribution of the feature category 7(a) and the influence of regularization on feature selection and model
performance 7(b)

6 UNDERSTANDING THE MOBILITY FEATURES FOR HEALTH SENSING

In this section, we aim at understanding the mobility features generated by HealthWalks for health risk prediction.
First of all, we concentrate on those features generated by HealthWalks. Since these features can be used for
many downstream tasks, i.e., representing an individual’s mobility behavior and predicting the disease categories,
while preserving decent interpretability, it should be of vital importance to give full analysis of these features
and cast insight on the health signals reflected by the mobility trace.

6.1 Feature Categorization

Before diving into the analysis of the training process, we should first classify the numerous mobility metrics
generated by HealthWalks, since the quantity and fine granularity of these features might complicate the
interpretation, which is a weak point compared with models based on several intuitive features. In order to
overcome this possible disadvantage, we classify each feature with a certain category from a more macroscopic
perspective. Previous work [36] has indicated that residence and workplace are two vital locations since people
spend most of their time around their residence and workplace during daytime and nighttime, respectively.
Therefore, we manually classify the feature according to the two legal transitions of the filtering operation ‘filter
mobility records around residence’ and ‘filter mobility records around workplace’ in Section 3. Also, we should
differentiate the features between physical mobility features and semantic mobility features using points of
interest (POI) information. Finally, we label the 1,032 features into 7 groups: demographic, mobility metric around
the residence, mobility metric around the workplace, mobility metric over the total mobility trace, POI-related
metric around the residence, POI-related metric around the workplace and POI-related metric over the total
semantic mobility trace. The distribution of the features across the categories is displayed in 7(a). Furthermore,
we plot the influence of the regularization on the feature selection from each group. As is shown in Figure 7,
the set of features selected becomes more diverse as the penalty decreases. When the penalty is extremely high,
only demographics and physical mobility features are selected. Semantic mobility features are gradually selected
when the penalty decreases. Finally, the optimal regularized model includes 750 features, and these features are
distributed almost uniformly in each feature category.
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6.2 Feature Analysis

6.2.1 Global Interpretability. First of all, we apply multi-class XGBoost with explainable technique (SHAP)
to offer global interpretability and show the distribution of the SHAP value across different feature categories.
The global feature importance is computed by the average of the SHAP values aggregated across all the training
samples for each disease category, which represents the average impact of each feature on the model output
magnitude. Feature names in the graphs to follow are interpreted according to descriptions in Section 4.3.

Overview: We present the overall global feature importance in Figure 8(a). POI-related metrics over a total
mobility trace have the largest influence on the outcome due to their relatively large count and rich semantic in-
formation. Each category has reasonably balanced impacts on each of the classification outcomes. Demographic:
Impacts of demographic information are shown in Figure 8(b). Among them, age has the largest impact on
prediction results, followed by gender due its strong correlation with the birth department. Residence Mobility:
The top 5 physical mobility features around residence are displayed in Figure 8(c). The number of locations,
uncorrelated entropy, and real entropy averaged across all days turn out to be impactful. Workplace Mobility:
As is displayed in Figure 8(d), top contributing features are still entropy and number of locations, but radius of
gyration around workplace has shown increased impact on the prediction. Total Mobility: The top 5 physical
mobility metrics on the entire mobility trace are shown in Figure 8(e), where distance-related metrics seem to be
more vital. Residence POI: As is shown in Figure 8(f), the number of restaurants, shops and life services visited
around residence, which implies the frequency of visits to the places with specialized functions, showcases great
impact on the prediction outcomes. Workplace POI: The top 5 semantic mobility features around the workplace
are displayed in Figure 8(g). Also, daily averages, sum and maximum of restaurants, shopping, recreation and
education POIs visited are of great importance. Total POI: The top 5 semantic mobility metrics across the whole
mobility trace are presented in Figure 8(h), where visits to educational, shopping and residential areas have
shown prominent importance.

Summary: On one hand, physical mobility metrics (distance, entropy etc.) are impactful in the classification
of potential patients. A possible reason is that such physical metrics effectively reflect physical activeness, jointly
forming a health signal that largely contributes to the prediction of patients. One the other hand, POI-related
metrics contribute more to disease categorization, as they are closely linked with the users’ life habits that
indirectly affect various aspects of health. The impacts and local explanations of these features will be inspected
more carefully in the next section.

6.2.2 Local Explanations. We adopt additional two strategies for more fine-grained explainable classification,
one versus rest (OVR) and one versus one (OVO) to offer local explanations for the influence of each feature on
each prediction result. For OVR classification models, we present the Top-5 contributing features that lead to
consistent results with reasonable explanations. The observations and conclusions are summarized as follows.

Healthy: The top 5 contributing features for healthy-vs-rest classification are given in Figure 9(a). Compared to
patients, healthy users show notably different mobility patterns. The most prominent factors in recognizing healthy
people are the total entropy and the daily average of entropy [44] of visited locations around the workplaces
during working hours. Larger entropy contributes to a higher probability of being healthy, which leads to the
understanding that those who are able to visit various locations around workplaces tend to be physically more
active and consequently more healthy. Another influential feature is the daily average of company POlIs visited
on weekdays away from the workplace, a higher value of which indicates a higher tendency of being unhealthy.
The plausible reason is that visits to companies outside the workplace are usually due to business, a large number
of such visits indicate a higher probability of overworking and even overfatigue, leading to health issues.

Dental: The Top 5 contributing features are shown in Figure 9(b). Frequent visits to sports-related locations
are closely associated with relatively higher chances of dental problems. Although the correlations are unclear
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Fig. 8. The global feature importance across different feature categories.
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without further case studies, it is worth noting that existing research has reported increased dental injuries [64]
and oral dehydration [65] during sports activities.

Mental: The Top 5 contributing features are displayed in Figure 9(c). Longer stays around education and
company POIs in the daytime imply a higher likelihood for mental issues. The pressure from heavy work or
study are the most plausible reasons. Further indicators include decreased real entropy and less visits to POI hot
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Fig. 9. Top-5 features for OVR classification models. Each dot in the graph corresponds to a user, and its color denotes the
value of the feature and its horizontal position denotes the SHAP value of the feature linked with the outcomes. For example,
in Figure 9(b), the rightmost dots are considered more likely to be healthy samples by the model, and the converse holds.
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areas, which showcase the inactive mobility pattern of people with mental disorders. Besides, visits to restaurants
often correlate with social activeness and are negatively correlated to the risk of mental issues.

Birth: The Top 5 features are given in Figure 9(d). Gender turns out to be the most effective predictor to
eliminate all male users from birth cases. Fewer visits to shopping areas also indicate increased likelihood of
hospital visits due to birth, as women in ordinary social roles tend to visit shops frequently, and a notable decrease
may indicate noteworthy changes in physical conditions.

Endocrinology: The Top 5 features are displayed in Figure 9(e). Indicators of low physical activity increase
the risk of endocrine diseases. Such indicators include low entropy, low total distance, and increased stays around
companies during daytime, while more visits to sports-related locations reduce the risk [1].

Neurology: The Top 5 features are shown in Figure 9(f). Increased visits to recreational locations and life
services lower the likelihood of neurological disorders, as well as increased entropy indicating variety in mobility.

Orthopedics: The Top 5 contributing features are showcased in Figure 9(g). Age has a large impact on hospital
visits due to orthopedic issues, as the elderly are less resilient to external damage. Decreased visits to restaurants,
shops, and residence, implying limited mobility, reduced movement, and possibly less external injuries, contribute
to decreased likelihood of orthopedic issues.

Cardiology: The Top 5 features are displayed in Figure 9(h). Frequent visits to sport facilities imply suffi-
cient physical exercise leading to less predicted likelihood of heart diseases [1]. Frequent visits to restaurants
are persumably linked to irregular and unhealthy eating habits and consequently more risk of chronic heart
problems [11].

Summary: To conclude, the local explanations based on the OVR classification can reveal more meaningful
and fine-grained health signals reflected by the mobility trace, which can be good knowledge for human experts
to gain better understanding of the disease mechanisms and the role of physical activities in health. For example,
mobility entropy has shown great association with health conditions, with lower values suggesting lower physical
activeness and consequently higher likelihood to have various categories of diseases. There may also be cases
where physical conditions lead to inactive mobility, i.e. pregnancy will definitely lower the activeness of mobility
behavior. Higher risks of endocrine and cardiovascular diseases tend to be linked with fewer visits to sports
facilities and more visits to restaurants. Features related to different kinds of POIs exhibit different associations
with all disease categories, presumably due to their strong connection to users’ life habits and social activities.

6.2.3 A Detailed Case Example. Finally, in order to extract more detailed local interpretability, we closely
inspect one of the users, plot the SHAP values combining the OVR and OVO outcomes via a force plot, and
display the reasonings for the prediction of our model. As is shown in Figure 10, the patient is predicted to have
the Endocrinology-related disease. The OVR classification result displays the reason for choosing endocrinology
as having frequent visits to restaurants during working hours and having a low daily average of mobility entropy
during working hours. Next, the results of the OVO classification explain against predicting the birth department
by highlighting the notable frequent visits to restaurants and an age unlikely to give birth, and against predicting
as healthy by frequent visits to restaurants and scarce visits to sports-related locations. To conclude, the results
combined consistent results with reasonable and comprehensive explanations, showcasing a successful attempt
at department suggestion with tailored reasoning as a reference.

7 DISCUSSION
7.1 Health vs. Mobility

The most important finding from our analysis is that individual health conditions are indeed closely related
to user mobility patterns. While there have been numerous studies in the medical/health domain and HCI
communities that discuss such potential associations [11, 57], we are the first to empirically show that there are
surprising levels of signal overlap between individual health conditions and user mobility data. Specifically, we
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Fig. 10. An Endocrinology case example which displays a reasoning procedure with local explanations. Red arrows indicate
the feature effects that drive the XGBoost outcomes higher while blue arrows show the feature effects that drive results
lower.

demonstrate that with mobility features and social demographic features, we can achieve 40.29% in Micro-F1
and 31.63% in Macro-F1 when predicting 8 disease categories of individual users. Moreover, our analyses reveal
insightful associations between mobility features and certain disease categories. In particular, mobility entropy
has shown great association with health conditions, with lower values suggesting lower physical activeness and
consequently a higher likelihood to be unhealthy. Higher risks of endocrine and cardiovascular disorders tend to
be associated with fewer visits to sports facilities and more visits to restaurants. Features related to various POIs
exhibit different correlations with different disease categories including mental, endocrine and cardiology, etc.,
probably due to their connection to life habits and social activities. To conclude, while the neural based models
focus on achieving better performance [66, 67] on health sensing, our approach is much more interpretable and
can help guide domain experts to better understand disease mechanisms and the role of physical activities in
health.

On the other hand, it would be interesting to discuss our findings from the perspective of user privacy. Our
study essentially demonstrates that there is a strong link between two extremely sensitive data sources, e.g.
individual mobility data and health condition. Thus improperly revealing user trajectories may lead to even
more severe privacy leakage as the user’s health condition may be potentially inferred. Therefore, our analysis
indicates that more careful steps should be taken with regard to mobility data to ensure that user privacy be
protected in mobile applications.

7.2 Implications and Application

Our research has important design implications for ubiquitous computing as well. As demonstrated by our study,
individual mobility features can help infer fine-grained individual health risks. As an increasing number of
devices can collect user mobility data, e.g. cellphone, and wearable devices like smart watches, we envision future
mobile health sensing applications which leverage such collected user mobility data, along with other useful user
social demographic information, to reveal the potential health risks to the user. This would provide much more
accessible and timely health alerts to users, as a complement of traditional medical examination, which is more
accurate yet more expensive and time-consuming. Moreover, we envision that our sensing techniques can be
combined with gamification systems to promote individual user positive behavior changes [68].
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Our findings can also be useful on a more aggregated level, e.g. at the neighborhood level or city level. For the
application of the scheduling urban resources, a feasible way is to randomly collect large-scale mobility data
from people (i.e., including healthy people and people who have certain kinds of disease) and check their recent
outpatient information from the hospitals. Then we could give a rough estimation of health condition for each
region based on our model. This could be achieved by aggregating the individuals’ health conditions predicted
by our model for each region. For example, assuming that we could estimate from our model that 80% of the
randomly selected samples from District A are predicted to have high risk in endocrinology. After being aware
of the interpretability extracted from the model that frequent endocrinology-related disease cases are highly
correlated with restaurants and sports facilities, the urban planners in District A will be suggested to build more
sports facilities and less restaurants to help improve the situation. In the similar way, urban planners can derive
useful insights, e.g. better planning of green space and transportation route, medical resources, etc.

Furthermore, interpretability extracted from our proposed model could also be helpful for individuals, healthcare
office experts and machine learning model developers. For machine learning model developers, it is obvious that
they could be benefited from the extracted interpretability to select vital features and fine-tune their algorithms
more efficiently. For individuals, they could be told from the monitoring system what specific mobility features
lead to the prediction of having a certain kind of disease. For example, if a user is predicted to have cardiology-
related disease, and our model indicates the features that contribute most to the prediction are ‘the high frequency
of going to restaurants’ and ‘low frequency of going to the sports facilities’, then the user will try to change the
situation by paying less frequent visits to restaurants and doing more physical exercises. We believe through
conveying this interpretability of the model to individuals, their living habits could be improved! In the similar
way, this interpretability could bring insight to healthcare experts or even urban planners for their policy making
and further research.

7.3 Limitation and Future Work

Our work has some limitations as well. First, the experiment results are not sufficient enough for an accurate
patient classification system. Therefore, the intended applications of our work would be the prediction of potential
health risks for a more personalized physical examination, and region-level health conditions from a macroscopic
view. One main reason for the relatively low performance is the limited number of training samples. In the future,
we plan to collect real-world dataset at larger scale to achieve better performance and see how mobility behavior
is linked with broad health condition at region level. Secondly, we carried out all the analysis in an observational
way thus we are not able to derive any causal relationship thus we focus on correlation in our paper, e.g. we are
unable to distinguish whether mobility pattern lead to certain disease or vice versa, yet we argue the correlation
can be helpful enough for sensing of individual health condition.

To conclude, the current approach may not be refined enough to assist with accurate medical diagnosis, however
it does suggest feasibility of the approach and the value of continued research in leveraging ubiquitous mobility
data for better health monitoring systems. In the future, we plan to incorporate more controlled experiments
with our data analysis so as to better understand the causal relationship. Besides, our analysis is limited to one
single city, in the future we plan to run analysis on multiple cities to ensure the generalizability of our findings.
our work has proved this possibility and has achieved relatively good performance with limited information.
Furthermore, if we could combine the mobility data with more disease-related information like symptom data
or historical health records, the performance is expected to be further improved for more accurate and more
fine-grained health sensing system.
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8 CONCLUSION

In this paper, we explore the problem of leveraging large-scale urban mobility data to predict fine-grained health
condition. To make this study possible, we collect health conditions of 747 users who visit hospital and tracked
their mobility for 2 months. To automatically capture the correlation between mobility patterns and health
conditions, we propose HealthWalks to combine points of interest data with raw trajectory data to generate a
large number of physical and semantic mobility metrics. Features are then selected by regularization technique
for the final classification. Empirical experiments on a real-world dataset show that our model achieves 40.29% in
Micro-F1 and 31.63% in Macro-F1 for the 8-class disease category prediction, which outperforms the best baseline
by 22.84% in Micro-F1 and 31.79% in Macro-F1. In addition, the mobility metrics generated by HealthWalks also
captures the health signal reflected by the mobility trace, which is of vital importance for numerous applications,
especially for a more customized physical examination and the scheduling of the medical resources in the urban
area.
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