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ABSTRACT
The tweet count prediction of a local spatial region is to forecast
the number of tweets that are likely to be posted from that area
over a relatively short period of time. It has many applications such
as human mobility analysis, traffic planning, and abnormal event
detection. In this paper, we formulate tweet count prediction as a
spatiotemporal sequence forecasting problem and design an end-
to-end convolutional LSTM based network with skip connection
for this problem. Such a model enables us to exploit the unique
properties of spatiotemporal data, consisting of not only the tem-
poral characteristics such as temporal closeness, period and trend
properties, but also spatial dependencies. Our experiments on the
city of Seattle, WA as well as a larger city of New York City show
that the proposed method consistently outperforms the competitive
baseline approaches.
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1 INTRODUCTION
Given a geographical region (e.g., New York City), the goal of tweet
count prediction is to forecast the spatial distribution of number of
tweets that are likely to appear in the next time frame based on the
previously observed data. Such a problem has many applications
such as human mobility modeling [31] and abnormal event detec-
tion [3, 13, 15]. Taking abnormal event detection as an example, one
may compare the predicted tweet count with the actual number
of tweets in a geospatial local region. A significant difference is
considered as a strong indicator of the occurrence of an abnormal
event.
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Figure 1: (a) Tweet Count Distribution around the Seattle
city center at 17:00-17:30 on 2016-07-16. (b) Tweet Count
Distribution around around the Seattle city center at 17:30-
18:00 on 2016-07-16. (A number in a grid cell refers to the
value of tweet count at that time interval while an empty
grid cell means no tweets.)

It is, however, challenging to make high-quality predictions of
tweet count in a region due to both the spatial and temporal de-
pendences. For example, Figure 1 gives the tweet count in two
consecutive time interval around the Seattle city center area. The
number in each grid cell refers to the value of tweet count at that
time interval while an empty grid cell means no tweets. We notice
that: (1) The number of tweets in a grid cell is positively correlated
with that of nearby cells, i.e., a grid cell tends to have larger (smaller)
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number of tweets if nearby cells also have larger (smaller) number
of tweets, indicating the spatial dependences between cells. (2) The
difference of the number of tweets between two temporal adjacent
data is small, indicating the existence of temporal dependence. In
fact, there are studies pointing out that spatiotemporal data also has
a certain periodic pattern [13, 33], which indicates that we should
also capture the periodic time-varying changes in tweet volume.

In this paper, we design an end-to-end model to predict the
spatiotemporal tweet count sequence. Convolutional neural net-
works (CNNs) are designed to account for the spatial dependences
of data. Zhang et al. [32] extend CNNs to account for temporal
dependences by stacking spatial data of several consecutive time
frames as input to CNNs, i.e., they simply treat spatial data at dif-
ferent time intervals as different channels of the input data. As a
result, the way of encoding the temporal dependences is the same
as that of spatial dependences, which may not be optimal. In this
paper, we propose to apply the convolution LSTM (ConvLSTM) [24]
layer as the basic stack unit which has convolutional structures
in both the input-to-state and state-to-state transitions. In such
a way, the spatial dependences are encoded by convolutional fil-
ters and temporal dependences are encoded by LSTM [10]. Both
convolutional filters and LSTM play the role they are designed for.
However, we notice that only using convolution LSTM cannot give
us the best results. One reason may be that both convolutional neu-
ral network and LSTM are notorious for being highly non-convex
and difficulty to converge to a good local minimum. Recent studies
[16] have shown that using skip connections [6] can prevent the
loss function from being chaotic, leading to a more convex loss
function. Inspired by this and its effectiveness in many applications
[6], we propose to add skip connections to our convolution LSTM.
To further account for the temporal properties, we follow the idea
of ST-ResNet [32] and partition sequences into 3 subsets: closeness,
period and trend corresponding to recent, near and distant history,
respectively. Each of these subsets of sequences is then separately
fed into our method to generate an individual prediction which is
then combined together to achieve the final prediction as discussed
in [32]. We test the proposed method using two sets of geotagged
tweets collected for Seattle, WA and New York City. Our experi-
mental results demonstrate that the proposed method consistently
outperforms the competitive baseline approaches.

To reiterate, the contributions of this paper are threefold. First,
we are the first to apply ConvLSTM to tweet count problem, in
which both convolutional filters and LSTM play the role they are
designed for. Second, we add skip connections to ConvLSTM, which
leads to a more convex loss function. It eases for the training pro-
cedure to find a better local minimum. Third, the proposed method
achieved state-of-the-art results on two sets of geotagged tweets col-
lected for Seattle, WA and New York city, showing the effectiveness
of the proposed method.

2 RELATEDWORK
As time goes by, the tweet counts in a region may be formulated as
time series data, which enables the exploitation of the techniques
like historical average and autoregressive integrated moving aver-
age (ARIMA) [9]. For example, TwitInfo [21] uses the weighted av-
erage of historical tweet counts to compute the expected frequency

of tweets. Lin et al. [20] proposed a space-time autoregressive inte-
grated moving average (STARIMA) model to predict urban traffic
flow volume. Moreover, Chae et al. [3] adopt a similar model to
seasonal ARIMA and decomposes the time series into the sum of a
seasonal part, a trend part, and a remainder part, to check whether
there exists an unusual volume of tweets.

Time series analysis based techniques, however, often neglect
the effects exerted by nearby geographical regions when making
predictions on a specific local region. Therefore, in their work
on finding anomalies, Krumm and Horvitz [13] build a gradient
boosting regression function that estimates the number of tweets
on a region based on a list of features including the time of the
day, the day of the week, and the tweet counts from neighboring
regions.

With the recent advances in deep learning, a few recent studies
have focused on introducing deep neural networks into modeling
spatiotemporal data [2, 26]. For example, Shi et al. [24] propose a
novel convolutional LSTM (ConvLSTM) network for precipitation
nowcasting on radar echo spatiotemporal data, which enables the
capture of both spatial and temporal correlation simultaneously
by combining a convolution network and a recurrent LSTM net-
work. Such a combination is done by innovatively replacing the
matrix multiplication operations used in LSTM with convolution
operations. This is different from Spatiotemporal Recurrent Con-
volutional Networks (SRCN) proposed in [30] which simply stack
additional LSTM layers after convolutional layers.

Focusing on citywide crowd prediction, Zhang et al. [33] first
partition historical spatiotemporal sequences into three subsets
closeness, period and trend, which correspond to recent, near and
distant history. Each subset is then fed into a Deep Convolution
Neural Network to yield a prediction, and such predictions are
then fused together along with external features such as week-
of-day to produce the final forecast. Moreover, their subsequent
work [32] further introduces the residual network [6] to capture
citywide spatial dependence and gives better accuracy. Our method
is different from them in the sense that we utilize ConvLSTM layers
instead of regular convolution layers to build up our model, which
shows effectiveness in our dataset.

3 METHOD
In this section, we first define the tweet count prediction problem
in Section 3.1. Next, we briefly review a few key technologies used
in our model such as Convolutional LSTM (ConvLSTM) [24] (Sec-
tion 3.2), Deep Residual Network [7] (Section 3.2), and temporal
property fusion [32] (Section 3.4). Finally, we present the design of
our model in Section 3.5.

3.1 Tweet Count Prediction Problem
The goal of tweet count prediction is to use previously observed
historical tweet count data in a local region to forecast the number
of tweets in the next time step. In practice, a region can be repre-
sented by anM × N grid map based on the longitude and latitude.
Thus, the observation at time step t can be represented by a tensor
Xt ∈ �M×N where Xt(m,n) is the tweet count in the grid cell (m,n)
at time step t . Therefore, the tweet count prediction problem is
formulated as follows:
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Definition 3.1. The tweet count prediction problem P is to gen-
erate a prediction YT , which is an estimation of XT , given a list of
historical observations {Xt |t = 0, · · · ,T − 1}.

3.2 Convolutional LSTM

Figure 2: The Inner Structure of ConvLSTM. The LSTM ma-
trix multiplication is replaced with convolution.

The Long Short-Term Memory (LSTM) network, one of the well-
known recurrent neural networks, has achieved great success in
many applications such as sequence modeling and especially se-
quence prediction [5, 11, 25]. Despite its strong ability in modeling
temporal dependences of sequences, LSTM ignores spatial informa-
tion when the sequence data is multi-dimensional. To overcome
this drawback, Shi et al. [24] proposed the Convolutional LSTM
(ConvLSTM) which innovatively uses a convolution operator in the
state-to-state and input-to-state transitions (see Figure 2). The key
equations in ConvLSTM are shown as follows:

it = σ (Wxi ∗ Xt +Whi ∗ ht−1 +Wci ◦ ct−1 + bi )
ft = σ (Wxf ∗ Xt +Whf ∗ ht−1 +Wcf ◦ ct−1 + bf )
ct = ft ◦ ct−1 + it ◦ tanh(Wxc ∗ Xt +Whc ∗ ht−1 + bc )
ot = σ (Wxo ∗ Xt +Who ∗ ht−1 +Wco ◦ ct + bo )
ht = ot ◦ tanh(ct )

(1)

where t iterates from 1 toT − 1. The variables Xt , ct , ht , it , ft , and
ot are tensors to represent values of the inputs, cell outputs, hidden
states, input gates, forget gates and output gates. σ is a logistic
sigmoid function. The operator ◦ denotes the Hadamard product,
i.e., element-wise product of matrix. And ∗ denotes the convolution
operator instead of matrix multiplication, which is a key difference
from FC-LSTM [5]. At last,W∗ and b∗ are weight and bias matrices
parameters which need to be learned during training.

3.3 Residual Network
It is well known that deeper networks can model more complex
functions and thus are more expressive. However, networks that
work well in practice usually cannot be very deep. This is due to

(a) (b)

Figure 3: (a) Residual ConvLSTMblock. (b) Residual block in
ST-ResNet. BN: Batch Normalization

the vanishing gradient problem. To avoid this vanishing gradient
problem and make the design of a deeper network possible, [6]
proposed skip connections which directly link the output of lower
layers to the input of higher layers. This shortcut has proven to be
effective to alleviate the vanishing gradient problem in the training
process and achieved significantly better performance in many
applications. Recently, [16] has shown that skip connections can
also help to prevent the loss function from being chaotic, leading
to a more convex loss function, and thus, making it easy to find a
good local minimum. Essentially, a residual building block can be
defined as:

Y = F(X) + X, (2)

whereX andY are the input and output tensors of the residual block.
The function F represents several convolutional or ConvLSTM
layers [8, 32, 34]. In this study, we always use the ConvLSTM [24]
to assemble the residual block, which is illustrated in Figure 3.
This is a key difference from ST-ResNet [32] which uses a regular
convolutional layer instead as shown in Figure 3.

3.4 Temporal Properties Fusion
Zhang et al. [32, 33] pointed out that in spatiotemporal data se-
quences, making predictions on the future observations does not
only rely on the observations of recent time but also depends on
those in near history and distant history. Such temporal depen-
dencies are modeled as temporal closeness, period and trend. More
specifically, the temporal closeness dependence sequence is a lc -
long list of consecutive observations before the current time step
and can be denoted by X c

t =
[
Xt−lc Xt−(lc−1) · · · Xt−1

]
. The

temporal period dependence sequence is a lp -long list of historical
observations which are periodically chosen with a time interval p:
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X
p
t =

[
Xt−p ·lp Xt−p ·(lp−1) · · · Xt−p ·1

]
. Similarly, the tempo-

ral trend dependence sequence is a lq -long list of historical obser-
vations which are also periodically chosen but with time interval
q: Xq

t =
[
Xt−q ·lq Xt−q ·(lq−1) · · · Xt−1·q

]
. In practice, p is set

to a period of one-day to capture daily periodicity and q is set to
one-week to reveal weekly trend.

Each of X c
t , X

p
t and X

q
t are separately fed into three desig-

nated neural networks, which have the same structure but different
weights, to generate observation predictions Y ct , Y

p
t and Y

q
t , re-

spectively. At last, a parametric-matrix-based fusion is adopted to
combine the three outputs Y ct , Y

p
t and Yqt to yield the final predic-

tion Yt [32] using the following equation:

Yt = Wc ◦ Yct +Wp ◦ Ypt +Wq ◦ Yqt (3)

where W∗ are weight matrices that balance different components.
Additionally, features such as the time of the day and the day of the
week can also be incorporated into Yt using fully-connected layers.

3.5 Building Our Model
In this section, we present our model used for tweet count predic-
tion. The structure of our model is illustrated in Figure 4.

Figure 4: Our Model. ResConvLSTM: Residual ConvLSTM
block; FCs: Fully-Connected Layers, i.e. Dense layers.

Similar to [32], we define our model to have three branches:
closeness, period and trend, to incorporate periodic information in
our data. This is because our data reveals positive correlation be-
tween adjacent time steps as well as periodic ones such as daily and
weekly patterns. For example, Figure 5 draws the tweet counts in a
region for 500 time steps in the city of Seattle and NYC, respectively.
The two regions are the bold grid cells marked in Figure 7. The
results show that our data indeed have certain temporal periodical
pattern. As a result, in order to predict an expected tweet count
Yt at time step t , we break the historical observations to extract
the closeness, period and trend dependence sequences X c

t , X
p
t and

X
q
t which are defined in Section 3.4. Each of the three dependence

sequences is then fed into a designated network with the same
structure but different weights to get the three predictions Y ct , Y

p
t

and Yqt , respectively. These three predictions, together with meta

data prediction, are combined using the parametric-matrix-based
fusion to generate our final prediction as discussed in section 3.4.
Please note that we can also define our model to have only one
branch which takes a very long-range time series data so as to cap-
ture temporally periodical properties. However, this will introduce
a huge amount of parameters, which is not only memory demand-
ing, but also makes the networks much harder to train and slower
to converge.

time step
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Figure 5: Temporal Pattern. (a) Seattle City; (b) NYC. Time
step is in the unit of 30minutes, starting from 18:30 on 2016-
06-15.

As shown in Figure 4, each branch of our model has the same net-
work structure, comprising of an input ConvLSTM layer, a ResCon-
vLSTM block as described in Figure 3, and an output ConvLSTM
layer. As a result of using ConvLSTM instead of convolutional lay-
ers as in [33] and [32], our model naturally takes a list of sequences
as input and does not have to concatenate the long sequences e.g.
X c
t , X

p
t and Xq

t into one image-format-like tensor. Moreover, the
outputs of the input ConvLSTM layer and ResConvLSTM block are
in the form of a list of sequences which has the same length with
the input such as X c

t , X
p
t or Xq

t .
Except for the output ConvLSTM layer which has only 1 hidden

state, all ConvLSTM layers are configured to have 32 hidden states.
Since we only focus on predicting the expected spatiotemporal
tweet count for the next time step, we set the output ConvLSTM
layer to return one prediction sequence.

We define the size of the filter in our ConvLSTM to be 3× 3. This
is because the spatial correlation of tweet count data is quite local,
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i.e., the number of tweets in a grid is correlated with the ones in the
nearby grids instead of grids farther away. For example, Figure 6

(a) (b)

Figure 6: Histogram of Moving Distance of Twitter Users.
We only consider Twitter users who have 2 or more geo-
tagged tweets in the 3-hour time period starting from 18:30
on 2016-06-15. The moving distance of a user is calculated
as the largest distance between the GPS coordinates in his
geotagged tweets.

shows the histogram of moving distance of Twitter users during a
time period of 3 hours in the city of Seattle and NYC, respectively.
We notice that the majority of Twitter users travel less than 500
meters, i.e. less than the size of a grid cell.

Comparing with ST-ResNet [32], we replace its regular convo-
lutional layers with ConvLSTM, as the latter is more powerful in
capturing temporal dependence. Moreover, we stack only one resid-
ual block, instead of multiple blocks, because we empirically notice
that adding more layers to our model cannot improve the perfor-
mance of the model and sometimes results in over fitting. This also
corresponds to the fact that Twitter users in our dataset usually
have shorter moving distances.

Meta-data features such as time-of-day, day-of-week are also
incorporated in the model to capture the regular time-varying
changes. To achieve this, we stack two fully-connected layers. The
first is an embedding layer for features and the second maps from
low to high dimensions to make the output have the same shape as
the target [32].

4 EXPERIMENTS
All the experiments in this study are completed on an Nvidia GPU
Quadro P6000 and the models are built using Keras [4] libraries
with TensorFlow [1] as the backend.

4.1 Datasets
We use two sets of geotagged tweets collected from 2015-07-09
to 2017-09-30 in two cities: Seattle, WA (SEA) and New York City
(NYC) to carry out all our experiments. The total number of tweets
in each dataset is 1, 025, 181 and 10, 084, 839 , respectively. Geo-
tagged tweets are those that contain a pair of longitude and latitude
coordinates values which indicate their location. These geotagged
tweets are then aggregated into grid cells, which are 500m × 500m
squares spanning from [47.579784, -122.373135] to [47.633604, -
122.293062] in SEA, and from [40.647984, -74.111093] to [40.853945,

-73.837472] in NYC, which correspond to their metropolitan area,
respectively. The two grid maps are shown in Figure 7, respectively.
Note that the examples in Figure 1 and Figure 8 are illustrated on
the inner 8 × 8 grid cells of Figure 7a as the boundary cells have
few tweets to show. In this study, we define the interval of a time
step to be 30 minutes, an empirical trade-off between the predic-
tion promptness and accuracy. For example, the task of prediction
prefers shorter temporal intervals as it gives more timely results.
Shorter temporal intervals, however, might be too small to aggre-
gate enough tweets for making high-quality prediction due to the
sparsity of tweets.

(a) (b)

Figure 7: (a) 12×12 gridmap in the Seattle. (b) 46×46 gridmap
in the NYC. The bold cells in each grid map are the chosen
regions to draw Figure 5, respectively.

Removing Spam Tweets We identify two types of tweets as
spam: (1) The tweets whose geographical coordinate values are
the same as one of the city centers. Because such tweets are likely
posted by accounts who simply give out a nominal location ad-
dress (e.g., “Seattle, WA” and “New York City”) which are then
automatically geodecoded by the Twitter location service to city
centers. Such accounts send out geo-targeted tweets spams such as
“@tmj_sea_legal1” and they are very unlikely to be present exactly
at the city centers. We removed 224, 335 and 0 tweets for Seattle
and NYC in this step. (2) The tweets that are posted by suspicious
Twitter users who behave more like bots, e.g., publishing more than
5 tweets at exactly the same location and 3 or more of such tweets
are sent out only in 1 minute. We removed 204, 800 and 44, 389
tweets for Seattle and NYC datasets in this step. After filtering out
spam tweets, we now have 756, 457 and 9, 880, 039 tweets in the
Seattle and NYC datasets, respectively.

Normalization The values of the tweet count are scaled to
[−1, 1] using Min-Max normalization [32]. Consequently, a tanh
activation function is applied to the output for a faster conver-
gence [14, 32]. To compare with the groundtruth, the predicted
values are scaled back to normal ranges.

Training We split the data in each of the two cities into the
training and the testing dataset, where the testing dataset contains
the last 28 days of the observation sequences and the rest of the
data belong to the training dataset. In so doing, we have 18, 624
training samples and 1, 344 testing samples for the city of Seattle,
and 26, 304 training and 1, 344 testing samples for New York City.
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The discrepancy between the numbers of training samples are
due to occasional missing data on some days for each of the two
cities. Following [32], our training procedure contains two steps.
(1) To find a good initialization of our model, We first train our
model using 90% of the training data and reserve the rest 10% as
validation data. During this step, we apply early-stopping based on
the validation loss. (2) After that, we continue to train our model
on all the training data for another fixed number of epochs (e.g. 100
epochs). The loss function used in the training process is the Mean
Squared Error.

By default, the periodicity and trend interval p and q are set to
one day and one week, respectively. The lengths of the dependence
sequences are set to lc = 3, lp = 1 and lq = 1.

4.2 Baseline Approaches
We choose the following seven methods as the baseline approaches:

• ZERO: a naive baseline approach which simply yields predic-
tions of 0s for all tweet count.

• ARIMA: Auto Regressive Integrated Moving Average (ARIMA)
model is a time series analysis model for understanding the
time series data or predicting future points in the series [9].

• SARIMA: Seasonal ARIMA, which additionally considers pos-
sible seasonal effects.

• Eyewitness: Eyewitness [13] uses gradient boosting regressors
to train a regression function by considering features such as
the time of the day, the day of the week and tweet counts from
neighboring regions.

• ST-ResNet: ST-ResNet [32] is the currently state-of-the-art
method used in spatiotemporal data prediction which is a
strong baseline. Different from the proposed method, it uses
regular convolution layers instead of convolutional LSTM
layers. By default, ST-ResNet uses one residual block, which
achieves the best results on our dataset. The effects of stack-
ing multiple residual blocks will be further explored in Sec-
tion 4.4.4.

• ConvLSTM × 3: a baseline approach that simply stacks three
layers of ConvLSTM in order to contrast the effectiveness of a
residual block over a ConvLSTM layer. It replaces the Residual
ConvLSTM block with a ConvLSTM layer in Figure 4.

• ConvLSTM × 4: a baseline approach that stacks four layers
of ConvLSTM in order to contrast the effectiveness of the
skip connection in the residual block. We define this model by
simply removing the skip connections in our proposed model.

4.3 Evaluation Metric
The results are measured by the Root Mean Square Error (RMSE):√

1
n

n∑
i=1

(Yi − Xi )2 (4)

where n is number of testing cases, and Yi andXi are the prediction
and groundtruth values, respectively.

4.4 Experimental Results
We start with an illustration of two predication examples, followed
by a comparison between our proposed method and the six base-
lines mentioned in section 4.2. Then we study the effectiveness of

temporal dependence sequences and the effect of deeper neural
networks.

Figure 8 presents the prediction results using our model for the
two tweet count distribution examples in Figure 1. The denotation in
each grid cell is in the form of “prediction|groundtruth”, referring to
the prediction vs. groundtruth number of tweet count. The numbers
in red are predictions. No denotation in a cell means a correct match
with the groundtruth. The results show that both of the predications
are generally good matches to the groundtruth by being able to
capture the overall distribution of tweets as well as yielding only a
slight difference for grid cells that have larger values of the tweet
count. The error is mostly caused from predicting empty tweets for
grid cells which have only one tweet. Such a situation is relatively
arbitrary in the sense that the occurrence of such a tweet can be
sporadic, which makes it hard to predict.

0|1 0|1

0|1

0|1

0|1

2|3 1|21|4

8|7

6|4

2|0

(a)

0|1

1|2 1|0 1|0
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Figure 8: (a) Prediction Example of Tweet Count Distribu-
tion around the Seattle city center at 17:00-17:30 on 2016-
07-16. (b) Prediction Example of Tweet Count Distribution
around around the Seattle city center at 17:30-18:00 on 2016-
07-16. (The denotation in each grid cell is in the form
of “prediction|groundtruth”, referring to the prediction vs.
groundtruth number of tweets. The numbers in red are pre-
dictions. No denotation in a cell means a correct match with
the groundtruth.)

Table 1: Comparison Results (RMSE) on city of Seattle and
NYC

Method Seattle NYC
ZERO 0.6353 1.2054
ARIMA 0.5117 0.5301
SARIMA 0.5242 0.5340
Eyewitness 0.4580 0.5332
ST-ResNet 0.4344 0.5166
ConvLSTM × 3 0.4659 0.5232
ConvLSTM × 4 0.4557 0.5278
Our Model 0.4164 0.4879

4.4.1 Compare with Baselines. Table 1 shows the results of seven
baselines and the proposed method on two cities: Seattle and New
York City. Simply generating prediction of 0s (ZERO) for every grid
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cell performs much worse than all other methods.We notice that ST-
ResNet outperforms all the other methods except the proposed one,
showing its effectiveness. Using ConvLSTM achieves comparative
results to ST-ResNet. We believe that this is because of the ability
of ConvLSTM to model the spatial and temporal information well.
The proposed method outperforms all the baselines and achieves
state-of-the-art results. It achieves significantly better accuracies
than both ConvLSTM × 3 and ConvLSTM × 4, which illustrates the
effectiveness of the skip connections. As mentioned in [16], the loss
functions of deeper networks are more likely to be chaotic, while
adding skip connections can prevent this leading to a more convex
loss function which is easier to train.

4.4.2 Effects of period and trend Dependence. We now investigate
the performance of our model with and without utilizing period
and trend information. We set the corresponding length variables
lq (lq ) to 0 or 1 to indicate whether the model is configured to use
such information. The results are presented in Figure 9a. It shows
that only using closeness information may perform even worse
than the baselines and justifies the exploitation of period and trend
dependence sequences. Nevertheless, in this study, we found that
longer (> 2) period and trend dependence sequences do not always
yield better accuracy.
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Figure 9: (a) Effects of using period and trend dependence or
not. (b) Effects of length of closeness sequences. Note that the
higher the curve, the smaller the RMSE value.

4.4.3 Effects of Length of closeness Dependence Sequences. In this
subsection, we study whether a longer closeness dependence se-
quence can help achieve better performance in method ST-ResNet
and in our model. The results are illustrated in Figure 9b. It can be
seen that both models are able to achieve slightly better accuracy
when the length begins to increase, but the performance saturates
or becomes worse after lc reaches 4. One possible reason is that
the tweets that happened a longer time ago may not provide much
information for predicting the tweet at the current time. Meanwhile,
our model has higher gains than ST-ResNet because recurrent struc-
ture is more powerful in capturing temporal information. Moreover,
we notice that ST-ResNet is more sensitive to tweets posted a longer
time ago as the performance drops dramatically when lc = 4 for
Seattle and lc = 5 for New York City.

4.4.4 Effects of Building Deeper Networks. In general, we found
no significant gains by stacking more residual ConvLSTM blocks
in our method ResConvLSTM. Take the city of Seattle for exam-
ple, Figure 10 illustrates the results of stacking {0, 1, 2, 4} residual

blocks using RMSE metrics. It shows that two or more layers can
not guarantee to achieve better results, although the performance
deteriorates if no residual block is used at all. The situation is simi-
lar when it comes to stacking more residual convolutional blocks in
baseline approach ST-ResNet. We believe this is due to the follow-
ing two reasons: (1) As discussed in [16], deeper networks usually
have a more chaotic loss function, making them difficult to train.
(2) Deeper networks are more likely to suffer from over fitting.

number of residual blocks

0 1 2 4

R
M

S
E

0.50

0.48

0.46

0.44

0.42

0.4

Our Model (SEA)

ST-ResNet (SEA)

Figure 10: Results of stacking more residual blocks in the
city of Seattle.

5 CONCLUSIONS
In this paper, we proposed a novel residual convolutional LSTM
model for predicting tweet count. In essence, we utilize the frame-
work of ST-ResNet [32] to model the temporal properties in spa-
tiotemporal tweet count data such as closeness, period and trend
dependence. To better capture the temporal correlation between
sequences, we use ConvLSTM layers instead of regular convolution
layers in ST-ResNet as the building block of the network. To make
the network easier to train, we added skip connections. We evalu-
ated the proposed method on the geotagged tweets collected for
two cities: Seattle, WA and New York City. Our experiments show
that the proposed method outperforms the baseline approaches and
achieves state-of-the-art results. We carried out ablation studies
and confirmed the necessity of utilizing the temporal properties
period and trend. Finally, due to the fact that Twitter users have less
intensive spatial moving activity, together with the data sparsity in
some spatial area, we found that stacking more residual blocks to
build deeper networks does not always yield better accuracy.

Predicting tweet count at a local place have many potential
applications such as anomaly and event detection [13]. In the future,
we will exploit our method on local news detection [12, 23, 28, 29].
The intuition is that if there is suddenly an abnormal change in
the number of tweets at a location (like a significant increase), it
probably means something is happening there. Specifically, one
can first make a prediction on the number of tweets at a location
to appear in the next time step. If the prediction is significantly
less than the actual number of tweets, it might be considered as an
anomaly, which likely corresponds to a local event.

In addition, instead of predicting the number of tweets at a
location, we may also investigate the possibility of predicting the
number of Twitter users at a location. This has many applications as
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well such as population estimation and human mobility monitoring
at city-wide scale.

Moreover, it is also interesting to extend the current model on
tweets that don’t have embedded GPS coordinates. We plan to
approach this by applying geotagging procedures [17–19, 22, 27].
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