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To achieve security in wireless sensor networks, it is imgrdrto be able to encrypt and authenticate messages
sent between sensor nodes. Before doing so, keys for perfgranicryption and authentication must be agreed
upon by the communicating parties. Due to resource constrdintvever, achieving key agreement in wireless
sensor networks is non-trivial. Many key agreement schemas insgeneral networks, such as Diffie-Hellman
and other public-key based schemes, are not suitable folessreensor networks due to the limited computational
abilities of the sensor nodes. Pre-distribution of secegsKor all pairs of nodes is not viable due to the large
amount of memory this requires when the network size is large.

In this paper, we provide a framework in which to study the sécaf key pre-distribution schemes, propose a
new key pre-distribution scheme which substantially impsae resilience of the network compared to previous
schemes, and give an in-depth analysis of our scheme in ternesvedrk resilience and associated overhead. Our
scheme exhibits a nice threshold property: when the numbeampmomised nodes is less than the threshold, the
probability that communications between any additional sate compromised is close to zero. This desirable
property lowers the initial payoff of smaller-scale netwbrieaches to an adversary, and makes it necessary for
the adversary to attack a large fraction of the network leeifazan achieve any significant gain.

Categories and Subject Descriptors: C.Z0rputer-Communication Networ ks]: General—Security and pro-
tectiony C.2.1 [Computer-Communication Networks]: Network Architecture and Design¥ireless communi-
cation

General Terms: Security, Design, Algorithms

Additional Key Words and Phrases: Wireless sensor netwsig pre-distribution, Security

This work was supported in part by grants 1SS-0219560 and-C8R751 from the National Science Founda-
tion, by the SUPRIA program of the CASE Center at Syracuseéisity, and by the National Science Council of

Taiwan, R.O.C., under grants NSC 90-2213-E-260-007 and 8i52213-E-260-021. This paper is an extended
version of [Du et al. 2003].

Permission to make digital/hard copy of all or part of this matewithout fee for personal or classroom use

provided that the copies are not made or distributed for ppoibmmercial advantage, the ACM copyright/server
notice, the title of the publication, and its date appead, lagtice is given that copying is by permission of the
ACM, Inc. To copy otherwise, to republish, to post on serversto redistribute to lists requires prior specific

permission and/or a fee.

© 20YY ACM 0000-0000/20Y'Y/0000-0001 $5.00

ACM Journal Name, Vol. V, No. N, Month 20YY, Pages 220



1. INTRODUCTION

Recent advances in electronic and computer technologiesgeved the way for the pro-
liferation of wireless sensor networks (WSNs). Sensor nksvasually consist of a large
number of ultra-small autonomous devices. Each devic&edal sensor node, is battery
powered and equipped with integrated sensors, data pingesapabilities, and short-
range radio communications. In typical application scesasensor nodes are spread ran-
domly over the terrain under scrutiny and collect sensa.daxamples of sensor network
projects include SmartDust [Kahn et al. 1999] and WINS.

Sensor networks are being deployed for a wide variety ofiegipbns [Akyildiz et al.
2002], including military sensing and tracking, envirommmonitoring, patient monitor-
ing and tracking, smart environments, etc. When sensor mk$vese deployed in a hostile
environment, security becomes extremely important asthesvorks are prone to differ-
ent types of malicious attacks. For example, an adversaryeaaily listen to the traffic,
impersonate one of the network nodes, or intentionally iplewmisleading information to
other nodes. To provide security, communication shouldrmeypted and authenticated.
The open problem is how to bootstrap secure communicatietveden sensor nodes, i.e.,
how to set up secret keys between communicating nodes.

This problem is known as theey agreemerngroblem. Although the problem has been
widely studied in general network environments, many sa@wtargeted at such environ-
ments are inapplicable to sensor networks due to the un&ptarkes of the latter. In partic-
ular, key agreement schemes for WSNs must satisfy the foilpwéquirements: (1)ow
energy consumptiorbecause sensor nodes are powered by batteries with lipoigdr, a
key agreement scheme should have low communication andutatign costs. (2).ow
cost because sensor nodes are expected to be inexpensivestivgatesd hardware costs
should be low. (3L.ow memory usagebecause sensor nodes have very limited memory,
the memory requirements of the scheme should be lowLddk of trusted infrastructure
sensor nodes are usually unattended and lack protectiereftine, none of the nodes (ex-
cept possibly for a limited number of base stations) shoalddnsidered “trusted”. (53e-
silient against node captureheresilienceof the scheme should be high, where resilience
refers to the percentage of communication links — not inmg\compromised nodes —
which remain secure following compromise of a group of nhodescheme is “perfectly
resilient” if the compromise of any node (or any group of r&jd#oes not compromise the
security of any communication channels between non-comigex nodes.

Three types of key agreement schemes have been studieddraeetwork environ-
ments: trusted-server schemes, public-key schemes, angrkedistribution schemes.
Trusted-serveschemes depend on a trusted server for key agreement betades; an
example is Kerberos [Neuman and Tso 1994]. This type of sehismmot suitable for
sensor networks because one cannot generally assume vhausied infrastructure is
in place. Even if some base stations are available, relymghem for key agreement
is inefficient because of the communication costs involvBdblic-keyschemes depend
on asymmetric cryptography and typically assume some $qulnlic-key infrastructure
which may not be present. Furthermore, the limited compurtat and energy resources of
sensor nodes make it infeasible to use public-key algostimWSNs. A third approach
to establish keys is vipre-distribution where (secret) key information is distributed to all

Lwireless Integrated Network Sensors, University of Catifa. See: http://www.janet.ucla.edu/WINS.
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sensor nodes prior to deployment. Such schemes seem mogpagafe for WSNs, and it
is this type of scheme we consider here.

If it is known which nodes will be in the same neighborhooddoefdeployment, pair-
wise keys can be established between these nodes (and esg/rtbdes priori. How-
ever, most sensor network deployments are random; thus asiacpriori knowledge about
the topology of the network does not exist. A number of keydistribution schemes do
not rely on prior knowledge of the network topology. A naiv@ution is to let all nodes
store an identicamastersecret key. Any pair of nodes can use this master secret key to
securely establish a new pairwise key. However, this sctiras not exhibit desirable net-
work resilience: if a single node is compromised, the ségwofithe entire sensor network
is compromised. Some existing studies suggest storing #stamkey in tamper-resistant
hardware to reduce the risk, but this increases the cost &) consumption of each
sensor. Furthermore, tamper-resistant hardware mighainatys be safe [Anderson and
Kuhn 1996].

At the other extreme, one might consider a key pre-distidbuscheme in which each
sensor stored/ — 1 keys (whereV is the number of nodes in the network), each of which
is known to only one other sensor node. This scheme guasaptéect resilience be-
cause compromised nodes do not leak information about keyed between two non-
compromised nodes. Unfortunately, this scheme is impralcfor sensors with an ex-
tremely limited amount of memory becaudecan be very large. Moreover, this scheme
does not easily allow new nodes to be added to a pre-existimgps network because the
existing nodes will not have the new nodes’ keys.

Recently, two random key pre-distribution schemes suitedénsor networks have been
proposed. The first [Eschenauer and Gligor 2002] may be suinadaas follows: before
deployment, each sensor node receives a random subsetofrkey a large key pool;
to agree on a key for communication, two nodes find a commor(ikayy) within their
subsets and use that key as their shared secret key. Nowxitenee of a shared key
between a particular pair of nodes is not certain but is atstgiaranteed onlgrobabilisti-
cally (this probability can be tuned by adjusting the parametkttssoscheme). Eschenauer
and Gligor note that this is not an insurmountable probleroiag as any two nodes can
securely communicate via a sequence of secure links; sa®i®ed and 7 for further
discussion.

A generalization of this is theg*composite” scheme [Chan et al. 2003] which improves
the resilience of the network (for the same amount of keyag®y and requires an attacker
to compromise many more nodes in order to compromise addittmmunication links.
The difference between this scheme and the previous onatishig-composite scheme
requires two nodes to fing (with ¢ > 1) keys in common before deriving a shared key
and establishing a secure communication link. It is shova, thy increasing the value of
q, network resilience against node capture is improved fadageranges of other parame-
ters [Chan et al. 2003].

1.1 Main Contributions

The primary contribution of this work is a new key pre-distriion scheme which offers
improved network resilience (for the same storage comggacompared to the existing
schemes mentioned above. The scheme requires more coioptian previous schemes,
but we show that this extra computation is smaller compardiat required by public-key
schemes. We provide a thorough theoretical analysis ofdtwergy of our scheme, as well

ACM Journal Name, Vol. V, No. N, Month 20YY.



as its associated overhead. A high-level overview of thieste, and a discussion of its
advantages, appear below. As a part of our analysis of theigeof this scheme, we also
introduce a rigoroulamework(i.e., formal definitions of security) appropriate for ayml
ing key pre-distribution schemes for wireless sensor ntsvdsomewhat surprisingly, we
find that prior definitions of security for key pre-distribut schemes are insufficient for
typical applications; thus, we believe our framework israfépendent interest and should
prove useful for further work in this area.

Our key pre-distribution scheme combines the key preitligion scheme of Blom [Blom
1985] (see also [Blundo et al. 1993]) with the random key dlistribution methods dis-
cussed previously. (We review this scheme in detail in 8acdi) Blom’s scheme allows
any pair of nodes to compute a secret shared key. Compared térivial® scheme men-
tioned earlier (in which each node stof@é— 1) keys), Blom’s scheme only requires nodes
to store) + 1 keys, where\ < N. The tradeoff is that, unlike theV — 1)-pairwise-key
scheme, Blom’s scheme is no longer perfectly resilientrejaiode capture. Instead, it
has the following\-secure property: as long as an adversary compromises e thmm
A nodes, communication links between all non-compromisetasemain secure. How-
ever, once an adversary compromises more thaodes, all keys in the entire network are
compromised.

The threshold\ can be treated as a security parameter in that selectionafjarl\
leads to greater resilience. This threshold property ofrBdsscheme is a desirable feature
because one can sgtsuch that an adversary needs to attack a significant fraofitime
network in order to achieve any payoff. However, increasirajso increases the amount
of memory required to store key information. The goal of othiesne is to increase the
network’s resilience against node capture in a probailsilstnse (and not in a perfect
sense, as in Blom’s scheme) without using too much additimeanory.

Roughly speaking, Blom’s scheme usesiagle key space to ensure that any pair of
nodes can compute a shared key. Motivated by the random kegligtribution schemes
described previously [Eschenauer and Gligor 2002; Chah 2083], we propose a new
scheme usingnultiple key spaces. That is, we first construgtspaces using Blom’'s
scheme, and then have each sensor node carry key infornfiettion (with 2 < 7 < w)
randomly selected key spaces. Now (from the propertiesedtitiderlying Blom scheme),
if two nodes carry key information from a common space theya@ampute a shared key.
Of course, unlike Blom’s scheme it is no longer certain that hodes can generate a pair-
wise key; instead (as in previous random key pre-distrilsuichemes), we have only a
probabilistic guarantee that this will occur. Our analyisws that using the same amount
of memory (and for the same probability of deriving a shareg)kour new scheme is
substantially more resilient than previous probabilikgy pre-distribution schemes.

The remainder of this paper is organized as follows. Se@idescribes our proposed
framework for analyzing the security of key pre-distrilmtischemes in terms of their
effectiveness in establishing “secure (cryptographi@nciels”. We also show a simple
method to convert any secure key pre-distribution schertoearscheme for establishing
such channels. Section 3 reviews Blom'’s key pre-distridsuticheme which will be used
as a building block of our main scheme, which is describedectiSn 4. Section 5 rig-
orously gquantifies the resilience of our scheme against wagéure, and compares our
scheme with existing key pre-distribution schemes. Sedipresents the communica-
tion and computational overheads of our scheme, and Settaescribes some further
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improvements of our scheme. We conclude in Section 8.

1.2 Other Related Work

The Eschenauer-Gligor scheme [Eschenauer and Gligor 20@R{he Chan-Perrig-Song
scheme [Chan et al. 2003] have been reviewed earlier ingbtgom. Detailed comparisons
with these two schemes are given in Section 5.

Blundo, et al. proposed several schemes allowing any gréup marties to compute
a common key which is perfectly secret with respect to anylitiaa of ¢ other par-
ties [Blundo et al. 1993]. When = 2, their scheme is essentially equivalent to Blom’s
scheme (cf. [Blundo et al. 1993]). Although both Blom’s stiee(forn = 2) and the
main scheme of Blundo, et al. (for arbitrary match the known lower bound [Blundo
et al. 1993] in terms of their memory usage for any desireiliease ¢, we stress that this
lower bound hold®nly when (1)all groups of sizex are required to be able to compute a
shared key and (2) the networkperfectlyresilient to at most captured nodes. By relax-
ing these requirements (slightly) and considering tpedbabilisticanalogues, we obtain
more memory-efficient schemes.

Perrig, et al. proposed SPINS [Perrig et al. 2001], a sacarthitecture in which each
sensor node shares a secret key with a base station. Inltleisisctwo sensor nodes cannot
directly establish a secret key; however, they can set upi@dtkey using the base station
as a trusted third party. The scheme described in this wosls dot rely on any trusted
parties after nodes have been deployed.

A similar approach to the one described in this paper waspiei@ently developed
by [Liu and Ning 2003], which was published at the same timehasconference ver-
sion of this paper [Du et al. 2003]. Liu and Ning’s approacbased on Blundo’s (2-party)
scheme, rather than on Blom’s scheme as done here. Thusndiiag’'s scheme is es-
sentially equivalent to the one shown here. However, as aogajo [Liu and Ning 2003],
this paper provides a more thorough analysis of both thergg@nd the communica-
tion overhead; we also introduce a rigorous framework, fioemal definitions of security)
appropriate for analyzing key pre-distribution schemesioeless sensor networks.

2. A SECURITY FRAMEWORK FOR KEY PRE-DISTRIBUTION SCHEMES

Before describing our primary scheme in detail, we first psgpa framework in which
to analyze the security of key pre-distribution schemesenegal. Our starting point is
the following simple observation: the goal of a key pre-ilsition scheme is not simply
to distribute keys, but rather to distribute keykich can then be used to secure network
communication While the former is necessary for the latter, it is decideutby suffi-
cient. In particular, we show below that although previocisesnes ensure that the key
K, established by some pair of nodesnd; remains unknown to an adversary (with high
probability, for some fraction of compromised nodes), theshemes daot necessarily
guarantee security if this kek(;; is then used to, e.g., authenticate the communication
between these nodes. This emphasizes the importance afgdafinitions of security, as
well as rigorous proofs in some well-defined model.

We develop our framework as follows: We first define key prrihiution schemes,
and then describe for such schemes a “basic” level of sgcuritis definition captures
the idea that an adversary should (except with low proligpitie unable to determine
the key shared by some pair of users, and roughly correspontte level of security
considered by Eschenauer-Gligor and all subsequent wadtksrarea. We then define a
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stronger notion which more accurately represents the tevedcurity expected from key
pre-distribution schemes when used in practice. For saitpliwe focus on the case of
message authentication; our results easily extend to eaenples such as symmetric-key
encryption. Our definition in this case (informally) reqsrthat an adversary be unable to
insert a bogus message which is accepted as legitimate lnf trenodes (except with low
probability). Schemes meeting this, more stringent, motibsecurity are said to achieve
cryptographic key distributionwWe then show that a scheme meeting the “basic” notion of
security is not necessarily a secure cryptographic keyibliston scheme. On a positive
note, we show a simple way to convert any scheme achievintbtiec” level of security

to one whichis a secure cryptographic key distribution scheme. Our difirst as well
as our results, are described here in a relatively inforastibn. Yet, it is straightforward
for the interested reader to derive formal definitions aateshents of our results from the
discussion below.

We begin with a discussion of key pre-distribution schemé#& view such schemes
as being composed of algorithms for key generation, keyibligton, and key derivation.
In the randomizedtey generatiophase, some master secret informatibis established.
Given S and a node identity, a deterministickey distributionalgorithm generates in-
formation &* which will be stored by nodé. Finally, during thekey derivationphase,
two distinct nodes andj holding k% and k7, respectively, execute an algorithberive
and output a shared kel{;; € {0,1}* or L if no such key can be established. (The
key derivation stage is assumed to be deterministic, buif potentially require inter-
action between nodesandj.) Execution of this algorithm by node(holding informa-
tion &%) is denoted a®erive(k?, i, j); we always require the basic correctness condition
Derive(k®,i,7) = Derive(k7,4,i). Note that a pair of nodes j is not guaranteed to be
able to establish a shared kég;; #1. For any distinct;, j, we assume that the prob-
ability (over choice of master key) that: andj can establish a shared key (i.e., that
Derive(k®,i,7) #.1) is equal to some fixed parametgr and we refer to thig as the
connectivity probabilityof the scheme.

A “basic” level of security is defined via the following gamEirst run an instance of
the key pre-distribution scheme. An adversary is gives {(i1, k%), ..., (i, k%)} for
t randomly-selected nodey,...,i:} (this I represents what the adversary learns af-
ter compromising randomly-selected nodes). The adversary must then o(tputi’),
wherei, j, ¢ I and K € {0,1}’ represents its “guess” for the kdy;;. We say the ad-
versarysucceed# its guess is correct, and denote its probability of susdesnditioned
on the master secret informatichand the informatior? which is available to the adver-
sary) asPr[Succ | S, I]. We say a key pre-distribution schemdise, §)-secure if for any
adversary we have:

Prg r [Pr[Succ | S,I] <¢e]>1-4.

We remark that in analyzing the security of our scheme iniGed.1, we set = 2~¢
(essentially the best possible, since the keyspad®,is}’) and then derive appropriate
relations betweehando.

Before introducing a notion of security which is more alohg tines of what is de-
sired in practice, we augment a key pre-distribution schevitle an additionalmessage
authenticatioralgorithmMac andmessage verificatioalgorithmVrfy. Now, once nodes
i,j establish a shared kefy;; #.1, nodei can authenticate its communication to node
4 as follows ¢ can authenticate its communicationitsimilarly): before sending mes-
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sagem, nodei computesag = Macg,, (m) and sendsag along withm; upon receiving
(m, tag), nodej acceptsm only if Vrny,- (m,tag) = 1. For completeness, we define
Mac, (m) =L for all m, andVrfy | (m, tag§ = 0 for all m, tag.

We now define cryptographic key distribution via the folloggigame: First run an in-
stance of the key pre-distribution scheme, and dive- {(i1, k™), ..., (i, k')} to an
adversary as before. Additionally, the adversary can tegbamake an unbounded num-
ber of message authentication requests of the fdey(i’, j/, m), with the effect that node
i’ authenticates message for nodej’ (using keyK,.;/) and returns the resultintag
to the adversary. Finally, the adversary outpltg, m*, tag*) and we say the adversary
succeedsf: (1) Vrfyg,, (m*,tag*) = 1 (in particular, this will requireX;; #.1), and
(2) the adversary had never requeshéac(i, j, m*) or Mac(j,4,m*). That is, success
corresponds to the adversary'’s ability to “insert” a bogessagen* which is accepted as
valid by one ofi, j even though neither node authenticated this message. d&firstion
is a straightforward “lifting” of the standard notion of seity for message authentication
[Bellare et al. 2000] to the multi-party setting.) As abolet,Pr[Succ | S, I] denote the
adversary’s probability of success conditioned on theaghfS andI. Fixing’ some time
boundT’, we say a scheme is(& ¢, §)-securecryptographic key distribution scherifefor
any adversary running in tini€ we have

Prg r[Pr[Succ | S,I] <€ >1—6.

Note that we must now limit the computational abilities of tidversary since secure mes-
sage authentication for an unbounded number of messagepassible otherwise.

It is instructive to note that a key pre-distribution schesreure in the basic sense need
not be a cryptographic key distribution scheme. For exapgalesider a scheme in which
K,j is equal toK;/; (for some(?’, j') # (i, j)) with some high (i.e., non-negligible) prob-
ability; this is true for both the Eschenauer-Gligor and ©&rrig-Song schemes. Now,
even if an adversary does not comprorasg nodes, and even if it cannot guess; (and
hence the scheme remains secure in the basic sense), timeesisheot a secure crypto-
graphic key distribution scheme. In particular, an adwgrsan take messages that were
authenticated by and intended foy’, and send these messageg tohile claiming they
originated fromi; with high probability (namely, whenevét, ;; = K;;), the adversary’s
insertion goes undetected.

This problem of “repeated keys” has been noticed (althoudbrinally) in previous
work. However, we stress that subtle problems may arise ed@m the probability of
“repeated keys” is small. Whenever the keys used by diffquairs of parties are nan-
dependentin an information-theoretic sense), a formal proof tha sicheme meets the
requirements of a cryptographic key distribution scheménet be possible. In fact, de-
pendence between keys generated by the various pairs meatiects a serious potential
vulnerability, as this leaves open the possibilityrelated-key attacken the message au-
thentication code or the lower-level primitives (e.g.,d{aiphers) from which the MAC
is constructed. The possibility of such related-key atsaalko rules out the easy “fix” in
which nodes pre-pend the identities of the sender/rec&vany authenticated messages;
although this prevents the “repeated-key “ attack disaigselier, it does nothing to pro-
tect against related-key attacks.

2We may also lefl” be a parameter of the definition, but for simplicity have notelsa.
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Luckily, it is simple to derive cryptographic key distrilloh schemes from key pre-
distribution schemes in thendom oracle modeBellare and Rogaway 1993]. Lét;;
be the key derived by nodeésand j in some key pre-distribution scheme which is as-
sumed to be secure in the basic sense discussed above. Daesetimen comput&’;; =
H(i, j, Ki;), where H is a hash function modeled ag@dom oracle This key K7 is
then used by andj (as the key foanysecure MAC) to authenticate their communication
as suggested above. It can be shown that if the initial scli®fg:, 6)-secure in the basic
sense, and if the probability of forgery for the MACeS(for an adversary running in time
T), then the modified scheme ig@a gy, -e+ () -¢’, 6)-secure cryptographic key distribution
scheme, wheregy, is a bound on the number of random oracle queries (i.e., hagttibn
evaluations) made by an adversary. The proof is straigh#fat, and is omitted here.

Since one may always convert any secure key pre-distribigaheme into a crypto-
graphic key distribution scheme, we will analyze the seguwf our proposed scheme in
the “basic” sense with the understanding that the abovefibemation should be applied
before the scheme is used in practice. This modular analysscurity is (we believe)
simpler, more intuitive, and less prone to error.

3. BACKGROUND: BLOM’S KEY PRE-DISTRIBUTION SCHEME

Blom proposed a key pre-distribution method that allows jpaiy of nodes in a network
to be able to derive a pairwise secret key [Blom 1985]. It lmesgroperty that as long
as no more than nodes are compromised, all communication links of non-comjsed
nodes remain secure (we refer to this as beikgécure”); using the terminology of the
previous section, the scheme(is 27, 0)-secure, wheré is the length of the shared key.
We now briefly describe Blom’s scheme (we have made somet stigdifications to the
scheme in order to make it more suitable for sensor netwdnksthe essential features
remain unchanged).

We assume some agreed-ugorH- 1) x N matrix G over a finite fieldGF'(q), where
N is the size of the network ang > N. This matrixG is public information and may
be shared by different systems; even adversaries are adsarkeowG. During the key
generation phase the base station creates a rafdoml) x (A + 1) symmetric matrix
D over GF(q), and computes aiV x (A + 1) matrix A = (D - G)T, where(D - G)T
is the transpose ab - G. Matrix D must be kept secret, and should not be disclosed to
adversaries or to any sensor nodes (although, as will bestied, one row of D - G)7
will be disclosed to each sensor node). Becallse symmetric, it is easy to see that

A-G=D-a)"-¢=6"T-DT.G=G" - D-G
= (A-Q)%;

i.e., A -G is asymmetric matrix. If we lef{ = A - G, we know thatk;; = Kj;, where
K;; is the element in théth row andjth column of K. The idea is to usé;; (or K;)
as the pairwise key between nodand nodej. Fig. 1 illustrates how the pairwise key
K;; = Kj; is generated. To carry out the above computation, néodasj should be able
to computek;; andK;;, respectively. This can be easily achieved using the fofigwey
pre-distribution scheme, fdr=1,..., N:

(1) store théekth row of matrix A at nodek, and
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(2) store thekth column of matrixG' at nodek.®

Then, when nodesand; need to establish pairwise key, they first exchange theimaoé
of G and then comput&;; and K j;, respectively, using their private rows.df Because
is public information, its columns can be transmitted iriiext. It has been shown [Blom
1985] that the above schemelisecure if any\+1 columns ofG are linearly independent.
This \-secure property guarantees that no coalition of up twdes (not including and
4) have any information about’;; or K;;.

A= (D -a)" G (D-G)'G
i J h

e

|
|

[ N—]

|[=—Ar+1 —| |———— N——]

Fig. 1. Generating keys in Blom’s scheme.

An Example of a Matrix G

We show an example of a matiixwhich can be used in the above scheme. Recall that any
A+ 1 columns ofG must be linearly independent in order to achieveXtsecure property.
Since each pairwise key is represented by an element in iteffgld G F'(¢), we must set

q to be larger than the key size we desire. Thus, if 64-bit kegslasired we may choose

q as the smallest prime number larger ti24h (alternately, we may chooge= 2%4); note

that for all reasonable values o6f we will haveq > N as required. Let be a primitive
element ofGF'(¢); that is, each nonzero element@¥'(¢) can be represented by some
power ofs. A feasibleG can be designed as follows [MacWilliams and Sloane 1977]:

Sinces is primitive, s* # s7 if i # j mod ¢. SinceG is a Vandermonde matrix arc> N,

it can be shown that any + 1 columns ofG are linearly independent [MacWilliams and
Sloane 1977]. This matri& has the nice property that its columns can be generated by
an appropriate power of the primitive elementThat is, to store théth column ofG at
nodek we need only store the seefl at this node which can then regenerate the column
when needed. Other tradeoffs between memory usage and tatiopal complexity will

be discussed later in the paper.

3We will show later that a sensor need not store the whole colb@rause each column can be generated from
a single field element.
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4. A MULTIPLE-SPACE KEY PRE-DISTRIBUTION SCHEME

Blom’s scheme achieves optimal resilience at the expenselatfvely large memory re-
guirement. Here, we demonstrate a scheme which achievels-gaathough not optimal
— resilience but which offers the advantage of requiring miagver memory usage. Our
idea is based on the following observations: Blom’s methodrgntees thadny pair of
nodes can establish a shared secret key. If we imagine a grayich each sensor node
is a vertex and there is an edge between nodes only if theystablish a shared key, then
Blom’s scheme results in @mpletegraph (i.e., an edge exists between any two nodes).
Although such connectivity is desirable, it is not necegs@o achieve our goal of allow-
ing any two nodes to communicate, all we need anectedgraph. By relaxing the
requirement in this way, we achieve a scheme requiring megshdtorage.

Before we describe our proposed scheme, we defiey @pacdor spacein short) as a
matrix D as defined in the previous section. (The maixvill be fixed.) We say a node
holds key spac® if the node stores the secret information generated ffonG) using
Blom’s scheme. Note that two nodes can calculate pairwigéf kieey hold a common key
space.

4.1 Key Pre-Distribution Phase

During the key pre-distribution phase, we assign infororato each node such that after
deployment neighboring sensor nodes can establish a skeceet key with high proba-
bility. Assume that each sensor node has a unique identityimg from1 to V. Our key
generation/distribution phase consists of the followiteps:

Step 1. Generating a G matrix. We first select a primitive element from a finite field
GF(q), whereq is larger than the desired key length (and alse V), and then construct

a matrixG of size(A + 1) x N as discussed in the previous section. (Heares,parameter
whose function will be discussed later.) L&(;) represent thgth column ofG. Our goal

is to provideG(5) to nodej. However, as discussed in Section 3, althoGilj) contains

(A + 1) elements, each sensor only needs to store a “seed” (i.engke dield element
which is the second entry of the desired column) which candeel o regeneraté’(;).
Therefore the memory usage for storidg;) at a node is just a single element. Since the
seed is unique for each sensor node, it can also be used as @eatity.

Step 2: Generating keyspaces. We generates random, symmetric matriced,, ..., D,
of size(A+1) x (A+1). We then compute the matri&; = (D;-G)7. Let A;(j) represent
the jth row of A4;.

Step 3: Selecting 7 spaces per node. For each node, we randomly selecf2 < 7 < w)
distinct key spaces from the possible choices. For each spake selected by node,
we store theith row of A; at this node. This information is secret; under no circumsta
should a node send this information to any other node. UslognB scheme, two nodes
can establish a common secret key if they both hold a commypskace.

SinceA; isanN x (A + 1) matrix, A;(j) contains(\ + 1) elements. Therefore, each
node needs to stof@ + 1)7 elements in its memory. Because the length of each element
is (roughly) the same as the length of the shared secret kbichwill ultimately be
generated, the memory usage of each node\i$ 1)7 times the length of the key (we
do not count the seed used to regene€afg), since this seed may also serve as the node

ACM Journal Name, Vol. V, No. N, Month 20YY.
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identity).

4.2 Key Agreement Phase

After deployment, each node needs to discover whetheriiestakey space with its neigh-
bors. To do this, each node broadcasts a message contdimitigllowing information:
(1) the node’s id, (2) the indices of the spaces it cartiasd (3) the seed used to generate
the appropriate column aF (as mentioned earlier, we could also let this be equal to the
node identity, in which case this step is not needed).

Assume that nodesand; are neighbors, and have sent the above broadcast messages.
If they determine that they share a common space,/%aythey can compute a pairwise
secret key using Blom’s scheme: Initially notleasA.(¢) and seed fof (i), and nodej
hasA.(j) and seed fot7(j). After exchanging the seeds, nodean regeneraté'(j) and
nodej can regeneraté'(i); then the pairwise secret kdy,;; = K;; between nodesand
j can be computed in the following manner by these two nodspendively:

Kij = Kji = Ac(i) - G(j) = Ac(j) - G(3).

After secret keys with neighbors are set up, the entire saeretwork forms the following
key-sharing graph

DEFINITION 4.1. (Key-sharing graph).et V' represent all the nodes in the sensor net-
work. A key-sharing grapld7;s(V, E) is defined in the following manner: For any two
nodesi andj in V, there exists an edge between them if and only if (1) nedeslj share
at least one common key space, and (2) nade®lj can reach each other (i.e., are within
wireless transmission range).

We now show how two neighboring nodésnd j who do not share a common key
space can still establish a shared secret key. The idea setthe secure channels that
have already been established in the key-sharing gtaphas long as+;, is connected,
two neighboring nodes andj can always find a path it/ from i to j. Assume that
the path isi, vy, ..., v, j. To establish a common secret key betwéand j, nodes first
generates a random kéy. Theni sends the key to; using their secure linky; sends the
key towvs using the secure link between andvy, and so on untilj receives the key from
v;. Nodesi andj use this secret ke as their pairwise key. Because the key is always
forwarded over a secure link, no nodes beyond this path danrdime the key.

4.3 Computing w, 7, and the Memory Usage

As we have just shown, to make it possible for any pair of nadéx able to find a secret
key between them, the key sharing gra&pf.(V, E') needs to beonnectedGiven the size
and the density of a network, how can we select values fand+ such that the grapfyy

is connected with high probability? We use the followingettistep approach, adapted
from [Eschenauer and Gligor 2002]. Although this approadheuristic and not rigorous,
it has been suggested and used in previous work in this assh¢Bauer and Gligor 2002;
Chan et al. 2003].

Step 1: Computing required local connectivity. Let P, be the probability that the key-
sharing graph is connected. We refer to this asgiliobal connectivity We letlocal con-

41f we do not wish to disclose the indices of the spaces eacle wagries, we can use a challenge-response
technique instead [Chan et al. 2003].
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nectivity p refer to the probability of two neighboring nodes sharindeaist one space;
i.e., the probability that two neighboring nodes can egthtd common key. The global
connectivity and the local connectivity are related: toieed a desired global connectivity
P,, the local connectivity must be higher than a certain thokshalue called theequired
local connectivityand denoted by, .cquired-

Using results from the theory of random graphs figédnd Rnyi 1959], we can relate
the average node degréé¢o the global connectivity probabilit. in a network of sizeV
(for N large):

(N-1)
N
For a given density of sensor network deploymentplee the expected number of neigh-
bors within wireless communication range of a node. Sineeettpected node degree in
Gy should be at least as calculated above, the required local connectpityreqs Can

be estimated as:

[In(N) = In(—In(F))] 1)

d
DPrequired = —- (2)
n

We stress that this only guarantees connectivity in a higusnd not a rigorous) sense:
to apply the theory of random graphs it must be the case thatla has edgesith other
nodes uniformly distributed throughout the graptiere, however, nodes only have edges
to their physically-close neighbors. Yet, we are not awd@ng problems in practice with
using this heuristic estimate.

Step 2: Computing actual local connectivity. After we have selected values forand

7, the actual local connectivity is determined by these \&alW&e use, ;.. tO represent
the actual local connectivity; namely,....; is the actual probability of two neighboring
nodes sharing at least one key space (which is the same asotiebjity that they can
establish a common key). Sinpg.;..; =1 — Pr(two nodes do not share any space), we
have

(o w—T1)2
(T)(E;)g ) =1- ((51 — 27’3!()4)!' 3

T

Pactual = 1-

Values ofp,t.q; have been plotted in Fig. 2 far= 2, 4, 6, 8 andw varying fromr to 100.
For example, one can see that when- 4, the value ofu must be at most 25 in order to
achieve local connectivity, . > 0.5.

The collection of sets of spaces assigned to each sensoafprababilistic quorum sys-
tem [Malkhi et al. 2001]; the goal is for two sensors to haveace in common with high

probability. Next we show that if > , /In m\@ then the probability of intersec-
tion is at leaspgcruqa- FOr example, whem > /In 24/w, the probability of intersection

is at leastl /2. This helps explain the behavior observed in Fig. 2. A prdahc fact,
similar to proof of the “birthday paradox”, is as follows:igtwell-known thatl —z < e~
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Pr[sharing at least one key]
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T T :

o
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T

Fig. 2. Probability of two nodes sharing a key when each nadig-hkey spaces chosen randomly from a set of
w key spaces.

for all x > 0. Therefore,

w—T7))2
Pactual = 1_( >)
(w—27)Ww!
R N R (e
w w-—1 w—T7+1
> 1— e (Etoirttoa)
2
>1l—e .

Accordingly, to achieve a desired.;..; for a givenw we must have

1

>4 /In ——MVw.
1- Pactual

Step 3: Computing w and 7. Knowing the required local connectivify,cquir.q and the
actual local connectivity,.;.q1, in Order to achieve the desired global connectivitywe
should have)actual > Prequired- Thus:

2 (N-1)

L—e % > e In(N) = In(~ In(F.)). 4)

So, in order to achieve a certalfy for a network of sizeV with n expected neighbors for
each node, we just need to find valuessadndr such that Inequality (4) is satisfied.

Step 4: Computing memory usage. For each selected space in Blom’s scheme, a node
needs to carrh + 1 field elements; Hence the total memory usagéor each node is:

m=(A+1)7 (5)

field elements (As mentioned earlier, we do not count the seeded to generatg(7)
since this can also serve as the node identity.)
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5. SECURITY ANALYSIS

We evaluate the multiple-space key pre-distribution saigrterms of its resilience against
node capture. Our evaluation is based on two metrics: (1) Wheades are captured,
what is the probability that at least one key space is broRéng analysis shows when the
network starts to become insecure. (2) Whenodes are captured, what fraction of the
additional communication (i.e., communication amanmgapturednodes) also becomes
compromised? This analysis shows the expected payoff agrsaty obtains after cap-
turing a certain number of nodes. In our analysis we assuatehl adversary has reo
priori knowledge of the keys carried by each sensor and we therefodel the attacker
as compromising random nodes.

5.1 Probability of At Least One Space Being Broken

We define our unit of memory as the size of a secret key (e.itét In Blom’s scheme,
for a space to bé\-secure each node needs to use memory of sizel. Therefore, if
the memory usage s and each node needs to carrgpaces, the value of should be
| 2] — 1. We use this value fok in the following analysis.

Let S; be the event that thith key space is compromised (foe {1,...,w}), letC, be
the event that nodes are compromised in the network, andiset—. We have

Pr(at least one space is broke6@,) = Pr(S; US; U---US, | Cy).

Applying the union bound, we obtain

Pr(S U US, |Co) <> Pr(S; | Ca).

=1

Due to the fact that each key space is broken with equal piithatyve have

> Pr(Si | Cr) = wPr(Sy | Ca).

=1

Therefore,
Pr(at least one space is brokgd,) < ZPr(S,; |Cy) = w-Pr(S1|Cy).  (6)
i=1

We now need to calculatBr(S; | C.), the probability of the first key space being
compromised when: nodes are compromised. Because each node carries informati
from 7 spaces, the probability that each compromised node canf@snation about the
first key space i9 = . Therefore, after: nodes are compromised, the probability that
exactly; of theser nodes contain information about the first key spat@)ﬁj (1—0)".
Since each key space can be “broken” only after at I®asti nodes are compromised (by
the A-secure property of the underlying Blom’s scheme), we hheddllowing result:

P )= S (F)eiqr— oy, (7)
' j;l (J>

5This assumption is reasonable due to the randomness in theleeyisn process, especially if we assume that
a challenge-response technique is used to establish Keysdinote 4).
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Combining Inequality (6) and Equation (7), we thus obtamfibllowing upper bound:

Pr(at least one space is brokgd,) < w- » ($> 67(1—0)*7

J=A+1
S LAVEAY T\*J
i ] w w
Jj=X+1
1 ; , £ * R R 4% =2
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Fig. 3. The probability of at least one key space being compethby the adversary when the adversary has
capturedr nodes fn = 200, w = 50). The valuep in the figure represenis, c;v.q1-

We plot both simulation and analytical results in Fig. 3. e figure, the two results
match each other closely, meaning that the union bound weprie well in the scenarios
we discuss. Fig. 3 shows, for example, that when the memayeus set to 20Qy is set
to 50, andr is set to 4, the value of for each space i$9 = |23°| — 1, but an adversary
needs to capture about 380 nodes in order to be able to bréaksabone key space with
reasonably-high probability.

5.2 The Fraction of Compromised Network Communication

To better understand the resilience of our key pre-disivbischeme, we explore the effect
of the capture of: sensor nodes by an adversary on the security of the rest oktiaerk.

In particular, we calculate the fraction of additional coomitation (i.e., communication
among the uncaptured nodes) that an adversary can comprbassd on the information
retrieved from ther captured nodes. To compute this fraction, we first compudethbb-
ability that any one of the additional communication linkscompromised after nodes
are captured. Note that we only consider the links in the dtearing graph, and each of
these links is secured using a pairwise key computed fronsdhemon key space shared
by the two nodes of this link. We should also notice that tfter key setup stage, two
neighboring nodes can use the established secure linksde agon another random key
to secure their communication. Because this key is not géeeifrom any key space, the
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security of this new random key does not directly depend oatladr the key spaces are
broken. However, if an adversary can record all commuraoadiuring the key setup stage,
he/she can still compromise this new key after compromisiiegcorresponding links in
the key-sharing graph.

Let ¢ be a link in the key-sharing graph between two uncompromisetes, and let
K be the communication key used for this link. L&tdenote theth key space, and let
B; represent the joint event th&f belongs toS; and S; is compromised. We use the
notation K € S; to represent that “keyX’ was derived using;”. The probability ofc
being compromised given the compromisecaither nodes is:

Pr(cis broken| C,) = Pr(B; UByU---UB, | Cy).

Sincec uses only one key, evenl, ..., 5, are mutually exclusive. Therefore,

Pr(cis broken| C,) = > Pr(B; | C.) = w - Pr(By | C,),
=1
because all events; are equally likely. Note that
Pr(B, | Cy) = Pr((K € S1)n (Sliri(scc;)mpromisedm Cm)'

Since the eventK € S,) is independent of the everts and (S; is compromised),
Pr(K € S1) - Pr(S; is compromisedn C,,)

Pr(C;)
= Pr(K € S;) - Pr(S; is compromised Cy,).

Pr(B, | Cy) =

Pr(S; is compromised C,) can be calculated using Equation (7). The probability that
K belongs to spac#; is the probability that linke uses a key from spac®;. Since key
spaces are assigned uniformly from theossibilities, we have:

. 1
Pr(K € S;) = Pr(the link c uses a key from spacgy) = "

Therefore,

Pr(cis broken| C;) = w-Pr(B;y | Cy)

1 . .
w - — - Pr(S; is compromised C.,)
w

Pr(S; is compromised C,,)

SO e

J=A+1

Assume that there arg secure communication links that do not involve any of the
compromised nodes. Given the probabilfyc is broken| C, ), we know that the expected
fraction of broken communication links among thosknks is

v - Pr(cis broken| C,)
Y

= Pr(cis broken| C,)

= Pr(S; is compromised C,,). (10)
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Fig. 4. Fraction of compromised links (in the key-sharingamr) between non-
compromised nodes, after an adversary has compromisaddom nodes. Heren is
the memory usage of the scheme agg...; denotes the probability that any given pair of
nodes can directly establish a pairwise key.

5.2.1 Comparison to previous work\e first consider the compromise of links in the
key-sharing graph. Fig. 4 compares our scheme with the Gearig-Song scheme (for
q = 2, 3) and the Eschenauer-Gligor scheme (i.e., with 1). The figure clearly shows the
advantages of our scheme. Taking as an example the casecimwhi 200 andpgctva =
0.33, in both the Chan-Perrig-Song and Eschenauer-Gligor seh@m adversary needs to
compromise less than 100 nodes in order to comproifigeof the links in the key-sharing
graph. In our scheme, however, the adversary needs to cangea600 nodes before
compromising 10% of the links. Therefore, our scheme quitestantially lowers the
initial payoff to an adversary for small-scale network lofeas. We remark that although
Chan, Perrig, and Song propose improving the security of ftheme using multi-path
key reinforcement [Chan et al. 2003], the same techniquédseapplied to our scheme to
improve the security as well; we leave further comparisoouofuture work.

In Blom’s scheme, whem = 200 the network is perfectly secure if less thzi nodes
are compromised, but is completely compromised as so@fitasodes are compromised
(Pactual 1S always equal td in Blom’s scheme).

In Fig. 4, we have only considered the security performariceriokey pre-distribution
scheme when two neighboring nodes can directly compute redlkay. Since the local
connection probability is less than 1, two neighboring reoaéght need to use a multi-hop
path to set up a shared key (as discussed in Section 4). Weadte secure channel estab-
lished in this way as aimdirect link. When any node or link along the multi-hop path used
to establish an indirect link is compromised, the indiréak fitself is also compromised.
Our analysis in Fig. 4 does not take such indirect links irtooant.

Due to the complexity of the analysis in this case, we usedpeten simulations to
compare the resilience of our scheme in this case to prewcusmes. We simulated a
sensor network witlh = 1000 nodes where indirect links were assumed between any pair
of nodes where a direct link did not exist (the indirect linesvassumed to be set up over
the shortest existing path within the key-sharing graph)other system parameters are
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the same as in n Fig. 4. We randomly pickedensor nodes and considered them to be
compromised. We then counted the number of secure linkkiflimg indirect links) that
are compromised due to this capture. The results of our atioul are shown in Fig. 5.
¢From the figure, we see that our scheme is still significdmtyer than the Eschenauer-
Gligor and Chan-Perrig-Song schemes. However, in all tisebemes, the fraction of
communication links compromised when indirect links afeetainto account increases
more quickly. This is due to the fact that, when considerimgjrect links, some of the
intermediate nodes and links that help to establish thegntlinks might be compromised,
leading to the compromise of a portion of the indirect linRis also explains why the
fraction of compromised links whem,.;..; = 0.33 is slightly higher than whep, .;yq; =
0.5, as there are more indirect links in the former scenario thaine latter scenario.

mpromised

(includi

Fraction of communications compromised
(including indirect links)

Fraction of communic:

1 g=1
2 -- =2
=3 _ . g=3
v — Our Scheme w=7, 1=2

g
- Q

Our Scheme w=11, 1=2

0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
Number of nodes compromised Number of nodes compromised

(8)m = 200, pactuar = 0.33 (b) m = 200, pactuar = 0.5

Fig. 5. Fraction of compromised links (including indireicids) between non-compromised
nodes, after an adversary has compromiseghdom nodes.

5.2.2 Further Analysis.Even though Equation (9) can be used for numerical compu-
tation, it is too complex to allow a closed-form analytioagult expressing the relationship
betweenz, m, w, andr. The results in Fig. 4 indicate that there is a small range iof
which the fraction of compromised links increases expaa#ntwith respect tax. Here,
we develop an analytical estimate of this range. It shoulddied that Equation (9) is the
tail of a binomial distribution. Therefore, using known Inois on the tail of a binomial
distribution [Peterson 1972] we can derive the followingdarem whose proof is given in
Appendix A.

THEOREM 5.1. Assume thah = ™ > 1, so thatA + 1 ~ ). Define the entropy
function ofy, for0 < y < 1,asH(y) = —ylny — (1 —y)In(1 — y) and letH'(y) =
dH(y)/dy. Thenforallz > A+ 1,

1 —zE( 9) a: (l’) = i
— e T\ < (1 —-0)"7,
2y/za(l — ) N Z ( )

j=X2+1 J
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wherea = 21,0 = Z and E(a, 0) = H(0) + (o — 0)H'(0) — H (). Furthermore, if

mw
< 7 5 (11)
then

> (“‘) 07 (1 — )27 < emB(0),
J

J=A+1

According to [Peterson 1972F(«, §) < 0 whenz > =%, So, whenx > 7, the lower
bound indicates that the tail of the binomial distributioicrieases exponentially with re-
spect tar. Itis also true thaE'(a, 8) > 0 when Inequality (11) is satisfied [Peterson 1972].
The upper bound indicates that the tail of the binomial distion can be exponentially
bounded away fromt whenz is much less thaif>. For example, whem = 200, 7 = 2,

w = 11, andz is 25% less thans’ (i.e.,x = 0.75 - ¢ = 413), then the upper bound is
e~5989 — (0.006, which is two orders of magnitude smaller tharHence, s can be used
as an estimate (upper bound) of the value &r which the fraction of compromised links
increases exponentially with respecttoSo the adversary can obtain higher payoff when
the number of nodes it compromises is closé#o. The results shown in Fig. 4 verify that
this estimate is quite accurate.

Based on the above discussion, the number of nodes an agveesals to compromise
to gain a significant payoff is linearly related to the amoofthe memory used when
andr are fixed. That is, if the probability of any two nodes sharitideast one space,
Pactual, 1S fixed, then increasing the memory space at each nodeliineareases the
degree of security. For fixed memory usage, the securityézliy related to;. Since
w andr are related t@,.t.q1, ONE should choose those valuescofindr that satisfy the
requirement on global connectivity and at the same timelytie largest value of;. For
example, by using Inequality (4), one may find all pdits ) satisfying the requirement
on the global connectivity. Among all the pairs, the one wiité largest value of; gives
the best security.

When the average number of neighbors of each sensor is dedréapuation (2) shows
that the value op,..quireq inCreases. For a network of siZé with desired global con-
nectivity P,., the value ofp,.tve; Must be increased in order to guarantee that the whole
network is connected. However, the resilience of our schismeeakened due to larger
Pactual- 1N the following we give a simple sufficient condition ar{the average number of
neighbors per node) such that our scheme is “useful”; ias Hetter resilience (for a given
amount of memory) than Blom’s scheme. That is, we want to fiedrbinimum value of
n which guarantees /72 > 1. As derived in Section 4.3,

2
Pactual > l—e .

L2

Thus, whenl — e~ > prequired = d/n theNpactual > Prequired- It iS €asy to derive
that whenevern > [#1, the requiremenb,ctuai > Prequirea €aN be satisfied while
simultaneously achieving /72 > 1. For example, withV = 1000 andp. = 0.9999,
havingn = (#] = 26 neighbors per node (on average) implies that our scheme is
“useful.”
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6. OVERHEAD ANALYSIS
6.1 Communication Overhead

According to our previous discussions, the probability;...; that two neighboring nodes
share a key space is less than 1. When two neighboring nodestatennected directly,
they need to find a path (in the key-sharing graph) to coneezath other. In this section,
we investigate the number of hops required on this path fapwa parameters of our
scheme. Our analytical approach is similar to that giverCingn et al. 2003].

Fig. 6. Overlap regiot,yeriap(2)-

Let p,(¢) be the probability that the smallest number of hops needexnoect two
neighboring nodes i6. Obviously,p;, (1) IS pactuai- FOrpr(2), the third node connecting
these two nodes must be in the overlapped region of the tias®m range of nodéand
nodej, as shown in Fig. 6. The size of this overlap region is:

z

Aovertap(z) = 2r® cos™! (%) —zy/r2— (5)27 (12)

wherer is the transmission range of each node. The total numberd#aim the overlap
region is:

n
Noverlap (Z) - m onerlap (Z)a

wheren is the total number of sensor nodes in the transmission rahgsensor node.

We then calculatey, (2, =), the probability that and; are not connected directly but
there exists at least one common neighbor connecting theem that the distance between
1 andj is z:

ph(27 Z) = (]- 7pactual)[]- - p2,1(z)]a

wherep, 1(z) is the probability that none of the common neighbors arfid; is connected
to both of them given thatand; are not connected.

The value ofp,(2) can be calculated as the averagef2, z) throughout all the possi-
ble values of:

Pu(2) = / (@, )z,

wheref(z) is the Probability Density Function (PDF) of
_OF(Z) O0[Pr(Z<z)] 0 |:7T_22:| 2z

r2

1) 0z 0z T 0z
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A similar approach may be used to calculgt€3). The only difference is that, in the case
of p;,(3), we need to find the probability that two nodesndwv, that are neighboring to
nodesi andj, respectively, should provide a secure link between nodeslj as shown
in Fig. 7.

Fig. 7. Overlap region fopy (3).

We provide the full derivations gfy, (2) andpy(3) in Appendix B. The final results are
as follows:

pr(2) = (1 = pactuat) - [1—2/0 Y- P,
pr(3) = [1—pa(l) — pr(2)] [1—2/0 z(pap)” 0T [2 () ]d dedZ],

) 2+ ()]
<°:>2
o= LSS O () () ()

r = /12 +22+2yzcos(0).

2

We plot the values opy, (1), pr(2), andpy(3) in Fig. 8. From these figures, we can
observe thapy, (1) + pr(2) ~ 1 whenr is large (i.e., the probability that at most 2 hops
are required is essentially 1).

6.2 Computational Overhead

As indicated in Section 3, it is necessary for nodes to catetthe common keys by using
the corresponding columns of matiix If G is a Vandermonde matrix, the dominating
computational cost of our scheme is du€io- 1 multiplications in the field7F'(g): A—1
come from the need to regenerate the corresponding colurehfiafm a seed, while the
other A multiplications come from the inner product of the corrasgiog row of (DG)”
with this column ofGG. Note that this can be easily reduced to ohlmultiplications using
Horner’s rule for polynomial evaluation. (Although()\) additions inGF(q) are also
necessary, these are dominated by the field multiplicadions
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Fig. 8. Distribution of the number of hops required to corimegghbors ¢ = 50).

Table |. Time (ms) for computing a 64-bit secret key=£ 50).
Four 16-bit keys | Two 32-bit keys | One 64-bit key
Time (ms) 8.94 14.45 25.67

A natural choice is to work with fields of characteristic 2(j fields of the forn@ F'(2*))
both because multiplications in this field are rather effitend also because elements in
such fields naturally map to bit strings which can then be asectyptographic keys. We
observe that to derive a 64-bit key it is not necessary to wwet G F(2%) with k > 64;
instead, one can define the key as the concatenation of eukipb-keys” each of which
lie in a smaller field. As an example, a 64-bit key can be corepas four 16-bit keys.
In general, this will lead to improved efficiency since, doning with the above example,
4\ multiplications inGF (216) are more efficient than multiplications inGF(2%4). The
key observation is that security is not affected by workingrd@=F'(¢) whereg is “small”;
this is because our security arguments are informatiooréiie and do not rely on any
“cryptographic hardness” of the field F(¢). The only requirement is that we work in a
field GF(q) with ¢ > N, whereN is the number of nodes in the network.

We implemented our key pre-distribution scheme on MICAzssemodes [CROSS-
BOW TECHNOLOGY, INC. ]. The time of computing a 64-bit key whe: = 200 and
7 = 4 (i.e., A = 50) is described in Table | for various underlying fields. Ndiattwhen
working overG F'(2'°) the total number of multiplications i « A = 200, while when
working overGF(23?) the total number of multiplications é * A = 100. We list the
performance for computations using 16-bit, 32-bit, and@4nultiplications. The perfor-
mance results indicate that moving to smaller fields doesargpthe performance. More
importantly, the results show that our key pre-distribatscheme is quite practical: if we
use four 16-bit sub-keys as a 64-bit key, a sensor can conopatd 00 such keys within
one second.

7. IMPROVING SECURITY USING TWO-HOP NEIGHBORS

In this section we describe a way to further improve the sgcof our key pre-distribution
scheme, following [Chan et al. 2003]. Using Inequality (¢ have

(N -1)
niN
Notice that the left side is smaller whenis larger, and the right side is smaller when

et

l—e @ > [In(N) — In(—1n(P.))] . (13)
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n is larger when other parameters are fixed. Therefore, whemétwork sizeN, the
global connectivityP,, andr are fixed, we can select a largerif the expected number
of neighborsn increases while still satisfying the above inequality. View immediately
from Inequality (11) that the larger the value wfis, the more resilient the network will
be. Therefore, increasingcan lead to security improvement.

One can increase by increasing the communication range of a node, but this als
increases the energy consumption. Another approach istowmeshop neighbors. A two-
hop neighbor of node is a node that can be reached via one’sfone-hop (or direct)
neighbors. To send a message to a two-hop neighboeeds to ask its direct neighbor
to forward the message. Since the intermediate node onlafodis the message and does
not need to read the contents of the message, there is nomesiéblish a secure channel
between the sender and the intermediate node, or betweént¢éhmediate node and the
two-hop neighbor. As long as the sender and its two-hop heigban establish a secure
channel, the communication between them will be secured.

If two nodes; andyj, are two-hop neighbors and both of them carry key infornmeftiom
a common key space, they can find a secret key between themseding the following
approach: First, they find an intermediate nddkat is a neighbor of both of them. Nodes
¢ andj then exchange information as in the one-hop case, excepthibds done vial.
Then,i andj find a common key space, and compute their secret key as bé&lodes:
andj can then encrypt any future communication between thenguhia key. Although
all future communication still needs to pass through animésliate node, the intermediate
node cannot decrypt the message if it does not carry the kmesghared byand;.

After all direct neighbors and two-hop neighbors have distadd secure channels among
themselves, the entire network forms extended key-sharing grap.xs in which two
nodes are connected by an edge if there is a secure channadpethem; i.e., these
two nodes (1) have at least one common key space, and (2)thes direct neighbors
or two-hop neighbors. Once we have form@g;, key agreement between any pair of
two neighboring nodesandj can be performed based 6#.;, in the same way as it is
performed based on the original key-sharing gréhy. The only difference is that now
some edges in the graph represent a channel between tweelgbpars, and thus message
forwarding is needed.

7.1 Security Improvement

Security can be improved significantly if key agreement sdlobonG..... When we treat a
two-hop neighbor as a neighbor, the radius of the range edvgy a node doubles, so the
area that a node can cover is increased by a factor of fourefdre, the expected number
of neighborsn’ for each node inG.;, is about four times as large ;. According

to Equations (1) and (2), to achieve the same connectiRitgs that ofGy, the value of
Drequired TOr Gegs IS ONe fourth of the value @f;.cquireq fOr Gis. Thus, the value abqctyal

for G5 is one fourth of the value Qf,.i.q; fOr Gs. As we have already shown, when
7 is fixed, decreasing the desired....; means thatv can be increased. For example,
assuming network siz& = 10,000, connectivity probability?. = 1 — 10~5, and fixing

T = 2, we need to seleat = 7 for the G;4-based key agreement scheme; however,
using theG.;s-based scheme, we can select 31. The security of the latter scheme is
improved significantly. Using Equation (9), we plot the fian of compromised links for
the above two cases in Fig. 9.
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Fig. 9. Fraction of compromised links in the key-sharing anested key-sharing graphs. The left curve uses
the 1-hop-neighbor scheme (with= 7 and+ = 2), and the right curve uses the 2-hop-neighbor scheme (with
w = 31, andr = 2). Both figures achieve the same global connectivity prolighit. = 0.99999. Note that

the resilience only depends on the valuesuadnd —, while the connectivity probability depends on whether a

one-hop or two-hop scheme is used.

7.2 Overhead Analysis

Such security improvement does come with a cost. If the kefthe total number of edges)

of a path between two nodes@#.;; is ¢, the actual number of hops along this path is larger
than¢ because some edged(if; s connect two-hop neighbors. For each node, the number
of two-hop neighbors on the average is three times the nuwibene-hop neighbors if
nodes are uniformly distributed. Therefore, assuming thatprobability of selecting a
two-hop edge and a one-hop edge is the same, for a path ohlénilie expected actual
length is2 x 20+ § x £ = 1.75¢ (note, however, that in practice one can achieve better than
this by selectively choosing one-hop edges when they exist)p), (¢) be thep,, (¢) value

of the two-hop-neighbor scheme andpé(¢) be thep,, (¢) value of the basic scheme (i.e.,
only using direct neighbors); assume the maximum lengthe$hortest path between two
neighbors is.. Then the ratio between the overhead of the two-hop-neightieeme and

that of the basic scheme can be estimated using the follcfeimgula:
(1) + S0, 1.750 - p), (£)
=t 2 , (14)
2 P (0)
where we do not need to multiply first term byr5 since if two neighbors share a common
key, the path between them is never a two-hop edge. As an dxathp overhead ratio

of the two schemes used in Fig. 93sl8: namely, with3.18 times more overhead, the
resilience is improved by a factor df The communication cost discussed here occurs

only during the key setup phase, so it is a one-time cost.

/
Relative Overheag:

8. CONCLUSIONS

We have proposed a framework in which to analyze the secafilgey pre-distribution
schemes, and we expect this framework will be useful to sthwrking in this area. We
have also presented a new pairwise key pre-distributiorrsehfor wireless sensor net-
works. Our scheme has a number of appealing propertiest, Birsscheme is scalable
and flexible, and nodes do not need to be deployed at the samagthiey can be added
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after initial deployment, and still be able to establistreekeys with existing nodes. Com-
pared to existing key pre-distribution schemes, our schisrsabstantially more resilient
against node capture. Our analysis and simulation resaN&s shown, for example, that to
compromisel0% of the secure links in a network secured using our schemej\aersary
has to compromise 5 times as many nodes as he/she had to coisgpin a network se-
cured by the Chan-Perrig-Song or Eschenauer-Gligor schefuethermore, we have also
shown that network resilience can be further improved if we mnulti-hop neighbors.

We have conducted a thorough analysis of the efficiency oéclieme. We have shown
that whenp,...o; > 0.33, @ node can (with very high probability) reach any neighbor
within at most 3 hops. The computational requirements osshieme are very modest, as
demonstrated by our implementation on MICAz sensor noddsesulting performance.

APPENDIX
A. PROOF OF THEOREM 5.1

Assumexr > X\ + 1. According to the bound on the tail of a binomial distributi®eterson
1972], Equation (9) can be bounded as follows:

1 .
a~ (1 — o —(l—a)weax (1 a)z < ( )9] 1— —J
2\/za(l — a) ( ) (1= Z o

J=2+1
and ifa > 6, then

T

Z (I) gj(l _ e)z*j < afar(l _ a)*(lfa)xeam(l _ 9)(1704)17 (15)
joag1 M
wherea = 21 andg = Z. Sincel = ™ > 1, we have\ + 1 ~ ). Consequentlyy ~

A_—m gy takmg the Iogarlthm of the upper bound of Inequality)@&d multiplying by
ff we have:

x

,é In (of‘”(l — a)*(lfa)xgam(l _ 0)(17a)z)
= —H(a) —alnf - (1—-a)ln(l -0)
= —-H@)+HO+@—a)nd+[(1-6)— (1 —a)]ln(l-16)
= —H(a)+ H(0) + (o= 0)(~=In0 + In(1 - 9)).
SinceH'(y) = dH(y)/dy =In(1 — y) — Iny,

1
- —az(1 _ \—(I-a)zgaz 1 _ g\(1-a)z | _
. In (a (1-a) (1 —0) ) E(a,0)

where
E(a,0) = H(#)+ (a —0)H'(0) — H(c).
Finally,
m T
a>0 — — > —
T w
mw
— T < 2 ,

giving the claimed result.
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B. CALCULATION OF Py (2) AND Py(3)
In the following, we assume the distance between two nodesl; is z.

B.1 Calculation of py,(2)
The third node connecting nodéand; must be in the overlapped region of the transmis-

sion range of nodéand nodej, as shown in Fig. 6. As stated in Equation (12) the size of
this overlapped region is:

2
one'rlap(z) = 2T2 C0871 (%) — zeq/r2 — (g) ,

wherer is the transmission range of each node. Since, on the average node has
neighbors within communication range, the nodal densgidmthe transmission range is:
n
p= 2
Thus, the total number of nodes in the overlap region is:

Noverlap (Z> = ponerlap (Z) .

Let px(2, z) be the probability that and;j are not connected directly but there exists at
least one common neighbor connecting them, given that #iardie betweehandj is z.
Then:

pr(2,2) = Pr{lisjlN[3 e N; NN, s.t.l & iandl < j}
= Pr{isj}-Pr{3t e N;NN; st.l < iandl < jli &5}
= (1 = pactuar)[1 — p2,1(2)],
whereN; and\; represent the set of nodes in range of nadesd j, respectivelyps 1 (z)
is the probability that none of the common neighbors ahd ; is connected to both of

them given that and;j are not connected, arg means two nodes share at least one key
space. Since the choices of key spaces for each node areirteq,

Pb21 (Z) = (p272)NO‘UETlap(Z)

)

whereps 5 is the probability that a neighbor nodg of ¢ and; is not connected to both of
them given that and; are not connected. Also:

LT () oY (2
(W)?’ T T T
_ o GG 2 + ()]
w\ 2
()
where () is the number of ways to selectkeys fromw key spaces fot, (“77) is the
number of ways to select completely differenkeys forj, and (‘;’) — 2(“”7) + (“”2T)

gives the number of ways to select keys f@uch that is connected to b(;thandj. ’
The PDF ofz, denotedf(z), can be expressed as:

OF(Z) 0[Pr(Z<z)] @ r_z?] 2

f(Z) = B = 92 = & = T_2
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Thus, we have:

" 2z .
ph(2) / (1 - pactual)T_Q {1 - (p2,2)Nmmrmp( )] dz
0

boglecos (3)-uy/1-(8)]
(1 - pactual) 1-—- 2/ yng[ ]dy} s
0

where we replace by y = 2

r

B.2 Calculation of pp(3)

pr(3) can be calculated with a similar method. We defin€3, z) as the probability that
3 hops are needed to connect ne@dad nodej, given that the distance between them is
(z<r):

pn(3,2) = Pr{li 5] N[Vl € N; NN, {is not connected to bothand;j | N
[Ju € N; andv € N s.t.u < i andv < j andu < o]}

= [1—pn(1) = pr(2)][1 — ps,1(2)],

wherel — ps3 1(2) is the probability that there exists at least a pair of nadesdv con-
nected to each other and connectedand; separately, given thatand; are not directly
connected, nor can they be connected through another comeiginbor.

The exact calculation afs 1 (z) is complicated. We give an approximation as follows:
For every neighbov of nodej, we find all possible nodes, which may satisfy < u <
v < j. We then calculate the number of such pairg«afv). Assuming that node is at
location(y, 8) (puttingj at the origin), the distance between nodes i is:

= \/y2 + 22 + 2yz cos(h).

Obviously, nodeu should reside in the shaded area in Fig. 7. The expected nuofibe
nodes residing in the small neighborhood 9f#) is py - dy - df. The number of nodes in
the overlap region of circléand circlev, A,yeriqp(z), can be expressed asA,yeriap ().
So the total number of paif%, v), given that the distance betwegeandj is z, is:

2T T
Ng(Z) = ‘/0 /0 p2y . Aouerlap(x) dy d97

where, similar to Eq. (12Moperiap(x) = 2r2 cos™ (&) — - /r? — (£)2.
So,

paa(z) = (p32)™, (16)

whereps , is the probability that for a pair of nodesc A; andv € N, secure connections
cannot be made through pathu, v, andj, given thati andj are not directly connected
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nor can they be connected through a common neighfercan be estimatédas follows:

w T 7—17—17—MaXa,b)

- w T T
=00
a=1 b=1 c=1
’<w—27')(w—27—0><w—27—(7—a)>’ 17)
c T—a—c T—b—c

where () is the number of ways to selectkeys fromw key spaces fot, (“77) is the
number of ways to select completely differenkeys forj, a represents the number of
common keys shared hyandi, b represents the number of common keys sharedényd
Jj, crepresents the number of common keys shared d&ydv, (“’ 27) gives the number of

ways to select the common keys different tnd;j from the pool of key space$: 2= 9

is the number of ways to select the-a— c keys foru, and(“~ 37_1)(_76 a)) gives the number
of ways to select the — b — ¢ keys forv.
Based on the distribution af, we have:

@ ~ [ () - @) [ - (2

replacingz, y, andz with 2’ = %, ¢' = %, andz’ = 2. We further simplify our notation
by dropping the primes from these variables. Thus,

1 27 1 2
- Jo 23| 2cos™ (%) -/ 1= (%) | dydo
pr(3) ~ [1—pu(1) — pu(2)] 1—2/ 2 (Ps2)"° 05| yoe G e
0
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