· Worse options than SMT

· Multiprocessors, putting more cores on the chip vs multithreading

· Superscalar

· Better than both because they had problems with both vertical and horizontal waste. SMT avoided both, didn’t waste cycles behind long instructions and was able to execute more parallel instructions.

· Vertical waste – pipelining stall

· Horizontal waste – functional units are wasted (limits to ILP)

· Extra HW resources that SMT requires:

· Expand register file to keep track of all threads

· Double memory bandwidth

· How does SMT differ from multithreading?

· SMT

· issue from more than one thread in the same cycle.

· Get multiple instructions from multiple threads in the same clock cycle.

· Multithreading - picks one thread to issue from in each cycle.

· What unit is the bottleneck for SMT?
· SMT is limited by instruction fetch. 
· 2 threads from which they fetch the instructions, 8 instructions per thread per clock cycle.

· Priority scheme – Icount. 
· dependant on how many instructions/thread were executing. 
· Higher priority if fewer instructions are present.

· Had to increase pipeline depth to have 2 stages for reading and 2 stages for writing. Downside for stretching out pipeline is 1.5% impact.

· Assumptions made about computer
· 8 instr fetch/decode per clk cycle
· 6 integer units (4 can do ld/store)
· 4 fp units

· more renaming registers (comparable to power5)

· 12 instr/clk cycle retire

· 16MB cache

· …see paper for more and compare to ILP competition slide
· When would design evolve? 3 years.
· Performance measurements:

· Speedup

· Instructions per clock

· Decide they’re done when the first thread stops.

· Competitors and Performance comparisons to SMT
· Superscalar (coarse & fine-grained)
· Multiprocessors with 2 and 4 cores

· For the same number of threads, 2x better performance vs superscalar and fine-grained multithreading, 1.5x vs multiprocessors

· Comparison to Wall’s ILP claims

· Wall claimed that even with optimistic model (infinite number of functional units), there are limits to ILP.

· SMT claims very aggressive compared to state of microprocessors today.

· Included resource contention in their model, given 6 integer + 4 fp units. 4 loads and stores at once is pretty aggressive. 
· Looked at 8-way multithreading threading…addressed “given resource-rich environment, how good is SMT?”
· Intel did simple SMT model but got very limited results. IBM put lots more resources and got 1.2x speedup. Both companies looked at the technology and said 2-way threading is most reasonable.
