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cross attn always uses keys values

computed from the final layer Z vectors

of the encoder
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text as possible

trillions of tokens

internet crawls Common Crawl

high quality data

generally copyrighted

textbooks novels

biggest model we can afford

goal to obtain a model that
understands many linguistic properties

grammar
world knowledge

The President of France is_

emergent properties

in context learning
chain of thought



I make a pretrained model

better follow instructions

2 align the model to human
intents values

generally using less data than pretraining

fine tuning SFT
reinforcement learning


