
Logistics
final

HWO project group assignments due Wed

Exam 1 10 20

Exam 2 12 10

Iaproject report 12 20

t.iq ltD

ÉÉ É
composition y softmax Wx

v di
vxdtdfd.im

1 element wise functions

2 fixed window neuralLMs it reactor
andoutputs a

3 recurrent neural LMS
yes ietafdis.ms to 1

4 Transformers
self attention



compgi.pl fqeince of d dim embeddings
Corresponding to tokens of the prefix

output single vector representing the

entire prefix

simplest for
element wise sum

C problems

concatenation
fixed window neural M
neural n gram model

ysoftmaw.it
ftp.mgeit

dhid
d 4d

h f ÑIÉÉEfEader
hidden layer fully connectedyer

ud.in Daz 4 c2;4;4

concatenation

diff a 0

WE c c c Cy



why nonlinearity

in LM afnd many other tasks
the

relationship between the input
and

the output is highly complex and nonlinear

without nonlinearity you can only
model linear relationships
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comparing fixed window NLM to n gram model

storage model size scales linearly with

M rather than exponentially

reduced sparsity problem

hard to interpret

fixed prefix window

impossible to handle long range
deps

doesn't share weights between different

positions in the prefix 3
My favorite LLM is

vs favorite really is
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sequential composition one word at a time
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he hidden state at timestep t
position

he is a fr of hy and Ct
current

Pretidate totembedding

he and Ct don't have to
be

the same dimensionality
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1 randomly initialized
2 trained to betterpredict next

word
on a training dataset



define a loss for

tells us how bad we are doing

at predicting the next word

F log p Wn we n

neg log prob of correct
next word

in training dataset

given L O we compute the

gradient of L WRT

gradient provides direction
of

steepest ascent

take a step in direction of

negative gradient
dL
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