
Positionlencodings

self attn is not inherently position aware
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absolute position info

additive embeddings

new params assoc w position

lacks position extrapolation

cannot generalize to sequences
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Alibi no position embs added to input c
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each head can have a diff m

no extra params to train

Much better extrapolation
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how do we rotate a vector

multiply by a rotation matrix
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how do we integrate rotation into self

attn
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due to rotation matrix properties
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14k
each is a constant

that controls rotation freq


