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retrieve Iribe Wikipedia article
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concatenate these docs to my prompt
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feed Z to Po to generate y
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measure similarity between prompt
and does Z

how

string matching cheap effective
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encoder model
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is intractable

generally use approximate

FAISS

encoder is fine tuned on

datasets of query context pairs
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Benefits
specific facts domain knowledge

may not be memorized by LLM
during pretraining

fresh knowledge

reduce hallucinations do

attribution

connect generated text to

source does
not always reliable
LLM can misinterpret retrieved

does

ignore

Rcons
retrieval isreally hard

poor quality
retrieval often

leads to worse perf than no retrieval

parametric knowledge
knowledge encoded in the

model's params



non parametric knowledge

external docs context

information loss when
embedding does

chunking loses context relieved

increase inference cost as K increases
cturtize

use

retrieval is an example of a

tool that the LCM can use

in RAG retrievd happens prior
to response generation

what if the model could call
diff tools during generation

Toolformer



Agents
LLMs tools dynamic control flow

Some notion of state memory


