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attention mechanism

originated as a way to alleviate
bottleneck in RNNs

Bahdanau Cho et al 2014

Transformer Vaswani et al 2017
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