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1.1. Iragi War and Social Media

It took less than 4 decades to transform the 198RPANET military project to the
widely used platform for research, education, ¢atement and social communication that the
Internet is today. This rapid emergence of Inteamatess and services provided, however, was
not experienced uniformly around the world. Thegpess of the Internet in Irag was interrupted
by 2 wars, an embargo and state censorship. Thefmedocumentation Center, hosted in Al-
Mustansiriyah University in Baghdad, had about 18&0-up users in 1989, and benefited from
connections to Western database vendors [4]. Tomseections were cut the day Iraq invaded
Kuwait on August 2, 1990 [7][8]. In 1998, the gomment established The General Company of
Internet and Information Services, which allowetkinet access to Iraqgi citizens 2 years later
[2]. State monitoring didn't encourage Interngbansion, and by 2002, there were only 45,000
Internet users within a population of 24 millionopée [2]. The US invasion in 2003 “destroyed

what remained of Iraq’s brittle infrastructure”].[But a few months later, engineers from the



State Company for Internet Services succeededtableshing an Internet café with a satellite
transceiver, 50 computers and a diesel geneféloirhere were 150 Internet cafés in Baghdad
in 2004, and 2000 nationwide in 2004]. In 2008, about 1% of the population had In&trn

access. Even if this value represents an impoitemnéase in Internet availability compared to

previous years, the accessibility remains very lmwnpared to the region and in the world

(Figure 1).
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Figure 1: Growth of Internet users as a percentagef population*

“Why have persians taken to blogging so easily thi@is? why isn't there a single arabic
weblog?” This post published in December 2002 waes of the earliest posts that marked the
birth of the Iragi blogosphere. The author, Salaa®,Ps known for being the first Iraqi blogger

[15]. In his blogWhere is Raed?and laterShut up you fatvhiner? he started to report and

! The World Bank: http://data.worldbank.org/india#®.NET.USER.P2/countries/IQ-1A-1W?display=graph
2 http://dear_raed.blogspot.com



comment on various topics such as Saddam's redimagce, the Iraqi war, but also daily life
and Internet accessibility challenges. Other I@tizens have begun blogging since that time
within Irag and abroad. They expanded the coveohdepics to other interests including but not

limited to art, culture and religion.
1.2. Thesis Background and Contribution

While information was for a long time monopolizeg obfficial sources and traditional
media, the emergence of blogs and social medifoptad provided a rich source of information
that represent an interesting addition, if not &ermative to the existing ones. Project EPIC
(Empowering the Public with Information in Cridisjs a “research effort to support the
information needs by members of the public duringes of mass emergency.” This research
covers a wide range of disciplines from human behawtudies to policy issues to
microblogging during natural hazards and bloggiangrdy times of political conflict.

As part of the EPIC project, the work behind tlissis focuses on the use of blogs during
the Iraqgi war by Iraqgi citizens. In this disseratj | start in chapter 2 by presenting my method
for gathering and preprocessing the blogs. Theisduds, in chapter 3, the challenges limiting
the analysis of this data by some classical NLR-@aghes. Chapter 4 is dedicated to the choice
of topic models as a promising alternative. In ¢aap | evaluate the output of topic modeling

with an external measure. | conclude in chapterddmovide an overview of future work.

3 http://justzipit.blogspot.com

* http://epic.cs.colorado.edu



Collecting enough data is a first order step tmwallquantitative analysis of any
phenomenon. In this chapter | introduce the Bloggatform. | then present the crawling of
blogs based on Blogger API. | describe the sizethd dataset before discussing its

preprocessing.

2.1. Blogger

Blogger is a blog-publishing platform that allowseus to create blogs, publish posts and
interact by comments. A blog is generally hostef$albdomain].blogspot.com, and can be set to
have public or private access. Figure 2 capturesrthin elements that compose the structure of
Blogger service. A profile is a user account and kave multiple blogs. Each blog can have
multiple posts. Each post can have multiple commehtcomment can be anonymous, that is its

author is unknown, or owned by a profile, i.e. tethto a blogger user account.



Post
Blog D : int
+ID : int +URL : string
+URL : string +Title : string
+Name : string & +Content : string At
* |+Visibility : bool | 1 *  |[+PublicationDate 1
+UpdateDate
Comment
1 Profile +1D - int *
¢ +ID : int +Name : string
+Name : string <> +Content : string
0.1 *  |+PublicationDate

Figure 2: Simplified Class Diagram of the Blogger 8rvice

2.1 Blogger API

Blogger API is a framework that allows developevsaccess and edit blog contents
through an ATOM feed based on Google Data API. inkeraction between a client application
and Blogger API can be performed via the HTTP retp&ET, POST, PUT, and DELETE. As
in this research | am interested in retrieving eoitd from Iraqgi blogs, | will need to use only the
request GET. Figure 3 illustrates an excerpt of tbtirned response of the requU&ET
[feeds/12108309/posts/defautthis is a call to get the posts of the blog ofLlRI108309. The
response contains informations about the blog sscits title and owner (author). The response
provides also a list of posts. A post is presem@igadn "entry” with an id, publication and update

date, title and content (I didn't show all of tletent because of space limitations).



<title type='text'>Funny Jokes</title>
<content type='html'>For those who don't know I just (...)</content>

</entry>
<entry>

<id>tag:blogger.com,1999:blog-12108309.p0ost-111353258366844762</id>
<published>2005-04-14T19:05:00.000-07:00</published>
<updated>2005-04-14T19:43:28.986-07:00</updated>

<title type='text'>The Current Iraqg</title>

<content type='html'>After starting my blog, I decided (...)</content>

</entry>

Figure 3: Example of Blogger Feed

The requests used in the crawler were

Profile request Retrieval of author information and the list dbgps owned by a
given profile (GET /feeds/[profile-id]/blogs).

Blog request Retrieval of blog information and the list of p®dor a given blog
(GET /feeds/[blog-id]/posts/default).

Post request Retrieval of post information and the list of aments for a given

post (GET /feeds/[blog-id]/[post-id]/comments/ddfau




In many cases, the owner of a blog may want toegme the traffic to his blog. He can,
thus, set the blog feed to show only a summarhefpiost entry instead of the whole content. In
this case, the Blogger API will not be sufficieat fjetting a post's full content, and | will hawee t

get this content directly from the post's page.
2.2. Jericho

Jericho HTML parseris an open source java library that enables thsimg of HTML

documents. One of the main reasons for choosings tAPI is its simplicity.

Figure 4 shows a piece of code to get the contiethiecS" <P> tag from a page hosted at [URL].

Figure 4: Code Sample for Extracting the Content ok Tag from an HTML Page

The main challenge, though, was that the desigerdiividely from one blog to another.
Figure 5 shows different uses of the HTML tag <HB®(a) it is used to format the date, while it
is used in (b) to show the title. | found a solati this problem by accessing the page that
allows emailing, to a friend, the link to a poshig page, unlike the original post page, is style

independent, and can be easily parsed by my crawler

® http://jericho.htmlparser.net
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Iraq War Parties

Figure 5 (a, b): Style Differences Between Two Blaf’

2.3. Crawling

| developed an application to crawl a list of Iradgdblogs indexed at

iragblogcount.blogspot.com and iragiblogindex.bfmgscom to create the dataset. | chose to
limit this crawler to the blogs hosted on blogspot because of the comprehensiveness and
access to the Blogger API 2.0 (as described in@getl). These 2 indices contained 366 blogs;
however 94 of them were not publicly available. Whrying to access them, blogspot.com
returns an error message stating that a blog eithes not exist, or is not publicly available. A
non-existent blog can be the result of either atexation error from the original 2 indices, a
removal by its author or a violation of terms ofvée®. An author can also restrict the access to
his blog to a predefined list of readers. | caglutee remaining 272 in their entirety. Since many
authors write multiple blogs, a scan of the 272liplybavailable blogs led to the discovery of
185 additional blogs written by the same authorsaptured these blogs as well, leading to a

final data set of 457 blogs containing 46,828 imdlial posts and 188,011 comments covering

® http://glimpseofirag.blogspot.com/2006/10/irag-vgarties. html
" http://iragithoughts.blogspot.com/2006/12/end+gknt.html
8 http://www.blogger.com/terms.g



the period 1 May 2002 to 3 February 2011. For gam$t and comment, | extracted the title,
author, content and publication and update datred this data in a MySQidatabase.

The posts were then preprocessed to detect theildgegused to enable comparison of
Arabic versus English posts. | found that the ddaraguage of the content was not always equal
to that indicated in the metadata of the pages.a\the language mentioned in the metadata of
Figure 6 is British English, it is clear that thentent of the corresponding post is instead written

in Arabic.

A Family in Baghdad

maother: Faiza, sons: Raed, Khalid , and Majid writing down their diaries. Father: Azzam is not interested.

ntributors
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|de to Dutstanding Blogs

Figure 6: Contradiction Between the Declared and tb Used Languages

This contradiction led to the design the algoritdescribed in Figure 7. A post that had
more than 50% of the characters (after excludingikeaddresses and hyperlinks) as Arabic
letters was classified as an Arabic post. Similadypost that had more than 50% of the
characters (after excluding email addresses andrliyks) as Latin letters was classified as an
English post. This algorithm was based on the aptiomthat posts having dominant Arabic
characters are Arabic posts even if there are ¢tdinguages that are written in Arabic characters
such as Persian and Urdu. | assumed also that lp@gtsy dominant Latin characters are English

posts, even if these characters can be used inBthiepean languages.

® hitp://www.mysgl.com
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- Function getLanguage(post):
count(Arabic) O
count(Latin) O
count(Other) O

Remove all URLs and email addresses.

e

For each characterin the post:
If cis an Arabic character, theount(Arabic) count(Arabic) + 1
Else ifcis a Latin character, thaount(Latin)  count(Latin) + 1

Else (i.e.c is a space, punctuation, special character orasacter from an

other alphabet), thezount(Other) count(Other) + 1

If count(Arabic) > count(Latin) + count(Other)thenreturn "Arabic"

Else ifcount(Latin) > count(Arabic) + count(Other)thenreturn "English"

Elsereturn "Undetermined"

Figure 7: Language Detection Algorithm

This scheme returned 11,668 Arabic posts and 31BEXflish posts. In the remaining
undetermined 3,914 posts, the dominant charactere weither Arabic nor Latin, and were
excluded them from the datasets.

In the example of Figure 8, the length of the pe8087 characters. The count of Arabic
characters is 1172 (i.e. 38% of the length of th&t) and the count of English characters is 1304
(i.e. 42% of the length of the post). As none dsih percentages exceeds 50%, the algorithm

succeeded in excluding this post from the dataset.



Figure 8: Arabic Content with its Translation in the Same Posf

10 http://ishtartalking.blogspot.com

11
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To verify the assumption, | manually coded a randample of 1% of the posts that were
classified as either Arabic or English posts. lno&lthe coded 117 Arabic posts, the dominant
language was Arabic. For the coded 313 Englishsp@dtl of them were verified to be English.
In the other 2 posts, oHewas all about code written in Java, and the oftread only the word
dEsIGn70sThis verification demonstrates the reliabilitytbfs algorithm (100% for Arabic and
99% for English), and thus make the character#tgdage assumption justifiable.

One case | encountered that shows a limit of tigisrdhm is illustrated in Figure 9. In this
post, the author chose to use Latin charactersite wrabic words. The algorithm classified it
as an English post though one would like to havetitrned as undetermined. However, | didn't

see a similar case in the random sample. Thusuhas that this represents a relatively rare case.

Two years!
Baghdad...
The city of peace and love, the city of

science and art, is no more what it wa

Baghdad, where everyone is proud,
and everyone is smiling, doesn't exjst
anymore!

An ugly occupation, lines o
unemployed, scarcity in oil and gas,
power outage and death transmissionlf is
all what baghdad is about today.

Figure 9: Arabic Text Written in Latin Characters, ** with its Translation

™ http://ukitech.blogspot.com/2008/07/hibernatetistion.html
12 http://shlonkombakazay.blogspot.com/2005/02/d&grhtm
13 http://allahkareem.blogspot.com/2005/04/two-yéwdnsl
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Figure 10 shows the evolution of publication atyivnh the crawled period for Arabic and
English posts. Figure 11 presents the growth af@euthors during the same period. An author
is active in a month for a determined languagééf sas published at least one post in this month
and language. Thus, an author might be active &h banguages in the same month if she
published 2 posts in 2 different languages, or mioghinactive if she didn't have any publication
in that month.

In both figures 12 and 13, | notice that Englisimtent shows a rapid increase, while the

Arabic posts didn't emerge until the beginning 092.

/VI\_J W I\/\VA\V VMQ | :ﬁ
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Figure 10: Number of Topics per Month
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Figure 11: Number of Active Authors per Month

2.4. Preprocessing

2.4.1. Morphological Analysis

Posts were tokenized and stemmed. The Porter stenji® and Buckwalter
morphological analyz€i7] were used respectively for English and Arabasts. My preliminary
work showed that the use of stemming was of someflidor English, and critical for Arabic.
In fact, it minimizes the loss of shared meaningdifferent forms of the same root. Table 1
shows for instance that the lemmauntri was retrieved for its different formscountriesand
country This computation was more interesting for Arabiecause of the morphological
complexity of the language, as words can have gelarumber of forms when they get

concatenated to articles and prepositions.
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2.4.2. Porter stemmer

Porter's stemmer is considered to be the most cantinglish stemmer. Porter's algorithm
is 5 sequential steps that consist of the selearmh application of a rule from a set of rules.
Because of space considerations, | limit the dpson of the whole algorithm to some

illustrations of rules’ usage:

Rule Example

SSES SS caresses caress
IES I countries countri
Y I country countri
SS SS caress caress
S cats cat

Table 1: Examples of Usage of Porter's Stemmer

2.4.3. Buckwalter morphological analyzer

Tim Buckwalter developed a morphological analyzer the Arabic language. This
analyzer is based on 3 lexicons: prefix, stem affixsdictionaries. The parser tries to match the
input to possible concatenation combinations atutme a list of possible fragments. Figure 12
shows the output provided by this morphologicallyex of an Arabic word. In this analysis, |

kept only the first solution if many possibilitiagere returned.

Without stemming, words like (my country), " " (your country), and (our
country) would be considered by the algorithms @né=d in the next sections as independent

terms even if linguistically the lemma " (country) is shared among them.



16

INPUT STRING:
LOOK-UP WORD: Alywm
SOLUTION 1: (Aloyawoma) [yawom_3] Aloyawoma/ADV
(GLOSS): + today +
SOLUTION 2: (Alyawom) [yawom_1] AlI/DET+yawom/NOUN
(GLOSS): the + day +
SOLUTION 3: (Alyawom) [yawom_4] AlI/DET+yawom/NOUNPROP

(GLOSS): the + Youm +

Figure 12: Example of Usage of Buckwalter's Morphagical Analyzer

2.4.4. Indices properties

Table 2 summarizes the main properties of the ewdi¢-or each language, documents
count is the count of posts. Vocabulary size isatent of unique words after stemming. Terms

count is the count of all occurrences of all thedsan the index.

Arabic Index English Index
Documents count 11,668 31,246
Vocabulary size 73,250 126,100
Terms count 4,783,395 5,934,079

Table 2: Indices Properties
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In an imaginary dataset of 2 documenptse fish two fishandred fish blue fishthe

vocabulary size would be 5, and the terms countavbe 8.

Now that | have the data gathered and preprocessad, start the quantitative analysis. In

next chapter | present my first attempts with agfasgtion and clustering.
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This chapter presents 2 different approaches ®mattalysis of crawled posts. The former
is a supervised technique (classification), andl#tier is an unsupervised one (clustering). |

discuss the limits of both techniques to the specise that the crawled data represemt.

3.1. Classification

Classification is a supervised machine learningugr@f methods that aim to assign
documents to a predefined set of classes. Classebe defined by rules provided by domain
experts, or based on previously classified elem#rds can be used as a training data for the
upcoming documents. The families of algorithms usexst for text classification are Bayesian
classification, vector space classification andpsupvector machines.

The only classification effort related to this rageh that | am aware of was performed by

Al-Ani, Mark and Semaan [1]. The methodology aplaied in this paper consisted of the
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analysis of the first 5 posts of a sample of 2giltdogs. Each blog was then assigned to one of
the four categorieart, diary personal diary war andjournalism This classification approach
has two main issues; first the classification consélogs instead of posts, which is supposing
that all of the content of a blog is strictly abaume unique category. Second, in my preliminary
investigation of the posts, | found some topics,ifstance about religion and electronics, which
cannot fit in these four categories. | decided therategorize the data with an unsupervised

approach to see if | could infer more knowledge.
3.2. Clustering

3.2.1. Definition

Clustering is an unsupervised machine learningosetigorithms that group documents
into clusters based on their similarity. Documentsn the same cluster should be as similar as
possible, while documents from different clustdieldd be as dissimilar as possible. Similarity
can be computed by a distance metric in which amityl between two documents is inversely

proportional to the distance that separates them.
3.2.2. K-Means

K-means is a popular clustering algorithm that atmsninimize the average Euclidian
distance between documents of the same clusteitsandnter omean This algorithm starts by
selectingK random documents &scenters for the future clusters. Each documetiterdataset
will be assigned to the cluster of the nearestezerit the end of this iteration, a new center is
computed for each cluster. These steps can betegbeatil convergence is achieved or a fixed
number of iterations is reached. The final ressilisubdivision of the dataset irfodistinct

clusters.
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3.2.3. Implementation

| implemented the K-Means algorithm as describeligure 13 on the English and Arabic

posts separately. | based the implementation oendit | used the cosine similarity to compute

the similaritysim (d, d)between two documendsandd'.

1. Createk empty clusters.
2. Selectk random posts from the dataset, and assign eaglcexstroid to a cluster.
3. While computation has not converged yet
a. For each document in the dataset different tharcénéroids
I. Compute the distance between this document andaeatioid.

ii. Assign the document to the cluster that minimizes tistance, i.e. The
cluster that maximizes the similarity among itstoeid in the document.

b. For each cluster
I. For each documemnt s(d) O
For each documert different thard: s(d) s(d) + sim(d, d’)

ii. Choose the documedtthat maximizes(d)and set it as a new centroid.

4. Returnk clusters

Figure 13 - K-means Algorithm

3.2.4. Results

| ran my implementation first to retrieve 10 clusteTable 3 presents the most frequent

terms in each cluster. The reader can easily ifiyetiie dominant topics of many clusters.

Cluster CEO2 contains probably religious postswasfind terms likegod, bible, spirit, jesus

4 http://lucene.apache.org
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faith. CEO3 can be a cluster of French posts not exdldden the dataset with the language

detection algorithm presented in section FigureCEEO5 may be about online entertainment.

However, 9 of the 10 clusters represent less tBammBthe number of English posts (Figure 14).

All of the other 92% are clustered together in CEO@fortunately, it is difficult to infer one

dominant topic in this cluster. One may insteadiee¢ a daily life topic t{me people work,

call, friend), a political topic §overnmentamericar) and a violence topianvar, kill).

P e

CEO1

upload origin nofril tokyo japanes phot¥ flickr A b info html net seesaa bla
articl i Z"& ~ japan8 ? ~ august} \ viewreadc

CEO2

god day bibl spirit jesus road faith life post thitove morn time holi light live
yesterday avila philippin talk motiv call peac leetinel save peopl alarilla christ tag

CEO3

g

de la en le les il se & dan est des qui une dugouge sur tout je comm ne par pas mai

avec son san bien leur

CEO4

pictur site ann post googl cat hey i'm time youéencoulter check search read w
day link pic year cool laugh good trip click peopp video hope photo

CEO05

site news googl click internet web check onlin usart blog work provid bus
compani armenian servic file develop websit imagkeagame video free netwo
access find armenia creat

CEOG6

american soldier museum armenian nativ video news genocid idol read muslin
william barb street mosqu kid pride washington agréle jew movi sculptor recog
ot op wink turk heartless

CEO7

japan tokyo upload nofril origin tower watdy august E )% estat click * jutaku
asagayaview octob? i i ...  + 6 , residenci morné imag

CEO8

love time good life post day blog friend happi p@opl read thing best learn year f
live long help heart find true nice go well carébetter thought

CEQ09

time peopl iraq iraqi day year thing well good wacll live countri al go star
baghdad today govern post life read war americaoceplong kill friend talk feel

CE10

hello post baghdad amman cairo pictur storey shopmmmiew today center commer
garden hous small beauti roman flower ladi weareuosgood ceram yesterday roc

ell

k

=}

el

m

egyptian north mosqu piec

Table 3: Most Frequent Terms in a Partitioning of D English Clusters (CE = Cluster in English)
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CEO09

Figure 14: Distribution of Documents Over a Partitoning of 10 English Clusters

| then tried another value & Fork = 20, | made the same observation (Table 4, Figure
15). There was one dominant topic (CE'17) with ntben 88% of the posts. And the frequent
terms are almost the same encountered in CEOQ9,tlarsd one can't conclude what is the

distribution of the topics covered in this cluster.

ID Topic

test sourc damascus t cat amman click receiv dgate ic mosqu comput
CE'01 | snowboardbrill logitech kinder chicago lernspielzeug webcam lasgeeetscen
desk flower amawi class fuck big laubsaug code

blog post day time blogger iraqi read start bagHodwrite iraq comment check

CE02 today i'm good pictur arab year find interest thivgdlo hope site al updat friend ema

god day bibl spirit road faith life post thing lowgorn time jesus holi light live

CE03 yesterday avila philippin talk motiv call peac leetinel save peopl alarilla christ tag
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CE'04

fayrouz hancock mark texa pictur enjoy visit lovem display day photograph time

camera newseag| life food festiv garden usual piatka beauti beaumont cover wo
i'm famili nice good

CE'05

de laen le les il se a dan est des qui une duguouae sur tout je comm ne par pas mai

avec son san bien leur

CE'0O6

dead fish boat iraqi left fire govern port ingr@eirsian cultur sea investig equip georg
lorna appear vartan relax bfcdb chocolati choondjieg serviceman french desir spot

defens free milk

CE'07

pictur ann site googl i'm hey search you'r cat welllter time read check trip click
pic nice year laugh peopl post video go doctor halgght celebr cool news

CE'08

translat note ra html common librari post apactvalid april help file consid mix gw,
javascript review write site code size input hapeb >2 8 inconveni K

CE'09

site googl click internet web user onlin work compeheck busi provid servic
develop start imag market game file websit videzeas free network find time good
open set includ

CE'10

news armenian armenia asbarez turkey panoramduwisish azerbaijan msnbc bree
economi hyemedia polit presid facebook hot aysbpaaarmenian aliyev time
azerbaijani link wikileak church expert attack hglobd

CE'11

al link allah prophet jesus ha moham islam symbol creat hay el plural testame
text entir elloah algiayama  code var azim vav creator chaptedam

CE'12

photo read origin build upload nofril flickr japanarticl net html blog seesaa A
tokyo ¢ b % ~ septemb hurri pictur info demolish + offic "& ~

CE'13

japan upload tokyo nofril origin tower watdr augustE )%estat click* jutaku
asagaya view octob? i T ...+ 6 , residenci morne imag

CE'14

upload origin nofril tokyo august japan view walaroh cherri tv close larg roppong
photo Y mark screen tuma pictur ddy paint nagai! dawn report wiki kenji yellow

CE'15

waghorn eduardo learn chile copyright nada haesdaibir friend para hug por te
comienzo industri dolor pleno medley seguiré medidren afio doquier record una
memoria sentir hay

1k
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CE'1l6

hello post amman baghdad cairo shop morn view gatgen small today beauti
roman ladi wear flower museum ceram good yesteedgptian piec build downtown
Kitten ruin insid apart plant

CE'1l7

time peopl iraq iragi day year thing well good wae! live countri al go start
baghdad govern today life war read american pdigpliice long friend talk feel

CE'18

armenian genocid news armenia call recogn mp aslaselut turkey net
panarmenian turkish eu court karabakh azerbaijampean hous pelosi polit vote
download panorama recognit time anca res azerhbay@media

CE'19

net panarmenian japanes upld&d” nofril seesaa articl html infeY i A blog
orignhb ? Z 8~} .« r SMWc

upload nofril origin photo blue descript englispgaes short flickr info boXZ 8 @

CE'20
be £d4"pc = ? KS~€v
Table 4: Most Frequent Terms in a Partitioning of D English Clusters
-
r
CE'l7 \

Figure 15: Distribution of Documents Over a Partitoning of 20 English Clusters
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| argue that these results are due to the sizbeoposts (few paragraphs), which allows
bloggers, unlike in micro-blogging platforms likewilter, to cover multiple topics in a single

post. This led me to try another alternative: tapmdeling.
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After experiencing the limits of classification awtustering in the previous chapter, |
investigate, in this one, another unsupervisednigcie: topic modeling. Once | define this
technique, | discuss some of the related work @nlitlerature. | next present my implementation

and show my findings.

4.1. Definition

Topic models are probabilistic models for discongriatent topics of a set of documents.
The idea behind these models is that words presemt@ document are generated from a hidden
process based on their association to some topicgher terms, words likeats anddogsare
more likely to appear together in a document rathan showing up witktock marketThus, the
process tries to find the mixture of topics thahgm@ated the documents in the corpus, while a

topic itself is a probability distribution of cofeted words over the vocabulary [5]. Latent
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Dirichlet Allocation (LDA) is the most common usétopic models. The LDA model assumes

the following generative process for each documdenta corpud:

1. Choose the topic distributiory from a uniform Dirichlet prior with parameter.
4~ Dir()
2. For each wordvy in the documend:
a. Choose a topiz,q from a multinomial distribution with parameteg.
Zy g ~ Multinomial( ¢)
b. Choose a wordwy from a multinomial probability with parameter
conditioned on the topigy g.

Wq ~ Multinomial( zw,q)
4.2. Related Work

Since the introduction of LDA in 2003, it has besgplied to a wide variety of domains
and applications, many of which include correlasionith, and in some cases predictions of,
events external to the modélYano, Cohen and Smith applied two variants of LdApredict
response to political blogs [19]. The first, LinRA, models the users most likely to react to a
post. The second, CommentLDA, guesses the contémése comments.

Ramage, Dumais and Liebling tried to take the stoidgnicroblogging services "beyond
their traditional roles as social networks" by iemplenting a Labeled LDA to translate the

content of tweets into multidimensional character$s[17]. This partially unsupervised learning

15 parts of this section were taken from [3].
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model categorizes the learned dimensions into t@tegories: substance (events and ideas),
social communication, status (personal updates)argliage style.

Polylingual Topic Models were introduced by Mimnb a. to discover parallel topics
across multilingual corpora that are either offidieanslations (EuroParl) or corresponding
articles from different languages (Wikipedia) [14hese models were also used to compute the
divergence between pairs of documents and infesc¢bee of disagreement between languages.

Topic models were also presented as an approatrthdio the drift of topics over time in
research fields by Hall, Jurafsky and Manning [a8well as in weblogs related to "Toyota" and
"iPhone" by Knights, Mozer and Nicolov [13]. Irpeeliminary examination, Kireyev, Palen and
Anderson applied topic models to crisis-relatedrobtog posts [12].

Some work was done to validate the analysis ofsogedia from external facts. Bollen,
Mao and Zeng investigated the correlation betwden Dow Jones Industrial Average and

Twitter feeds to find a causality relation betweeood dimensions and stock market trends [6].
4.3. Implementation

| applied the Matlab Topic Modeling Toolbox [9] tbhe crawled collection. This toolbox
needs 2 files as input. One (Table 5a) is a listhef unique words in the index. For each
language, the size of this list corresponds tovtiwabulary size presented in Table 2. The other
(Table 5b) is a file containing the assignmentadhteword to its document. That is, in each line
there are the ID of the document, the ID of thedvamd the number of occurrences of this word
in that document. Thus, if a wovddoesn't exist in a documedt there is no entry in the file for
the tuple (v, d). If this word was mentioned times in that document, the file should have a

corresponding entry of 3 values; d andn.
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Line number Word Document ID Word ID Frequency

1 a
2 47757 4
47757 iraq 5 47757 1
6 47757 1
105524 war 13 47757 2

Table 5 (a, b): Structure of Input Files for MATLAB Toolbox

The toolbox uses Gibbs sampling to discover topibe Gibbs sampler is a Markov chain
Monte Carlo algorithm that can be used to infer thstribution that generated a set of
observations. In the case of LDA, the observatimmesthe documents with their words, and the
distribution is the mixture of topics. This iteragialgorithm starts by a random assignment of the
values, which means that, at the beginning, each gets a random topic. Then Gibbs is run
over a fixed number of iterations or until converge is reached. During each iteration, all of the
terms are picked one by one randomly, and a tgpgampled based on the topic assignment of
the previous terms of the same iteration. The neadwuld see [11] for more detailed
explanation of the use of Gibbs sampler for ther@gdmate inference of LDA.

This computation results in a matrix {Mhat contains the assignment of each term to a
topic. For the Iraqi crawled posts, this means éazath of the 5,934,079 (4,783,395) terms in the
English (Arabic) dataset has an assigned topics Tatrix is then used to generate two others.
The first (M, Table 6) contains how many times a word of theabuollary was assigned to each
topic. The sum of each line is, thus, the countiroes that word appears in the dataset. The
second (M, Table 7) encloses the count of times the terne @dcument were assigned to each

topic. The sum of each line is, hence, the worchtoof the corresponding document.



Topic ID
Word ID

47757 1 38895 190
47758 9 0 13

Table 6: Matrix of Word/Topic Distribution

Topic ID
Document ID

13 12 1 8
14 9 0 13

Table 7: Matrix of Document/Topic Distribution

M, was then used to get an order list of the mostveglt words to each topic. In Table 6,
the word of ID 47758 is more relevant to Topic artlihe word of ID 47757.

| used M to get the distribution of topics for each docuines a percentage after
normalizing the counts.

As the toolbox’s developers suggest, | set the hppeameters Alpha and Beta to 50/T
and 200/V where T is the number of topics and \his size of the vocabulary. | ran 100
iterations. | tried various values of T. Table &wk the most frequent terms for the English
posts in a portioning of 20 topics. | argue tha tlata set was “over-partitioned” in this case. In
fact, | found many topics sharing the same meamaged on the most frequent terms. For
instance topics TE'02 and TE'04 both have termateel to international politicd-ebanon
Israel, Arab, Iran, Middle, East AmericaandTurkey TE'07 and TE’13 talk about daily life and

share the wordéfe, time andtalk. The reader can also find similarities betweericg E'09
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and TE’14, and between topics TE'10 and TE'19. didion, | couldn’'t make sense of the

correlation, in topic TE'01, between music terrasrigandFayrouz®), French wordsdg, la, en

le, il andles) and Arabic words ( and ).

o

TE'01

de la hubbi Google en el le song file Fayrouz il Hancock les

Topic

TE'02

report prison Lebanon offic israel intern tortureran court year author right release

investigate charge

TE'03

book university year work play music team art sthudiém school great study city

TE'04

Arab Iran Country Middle politic Iranian Israel égsower support region regime

nation America Turkey

TE'05

Iraqgi election govern party Irag vote politic Kusti Kurd minister nation memb
constitution Maliki Kurdistan

TE'06

hand eye head man face turn left black stand viedletsopen door light move

TE'07

love time day feel I'm guy life remember happy askile call talk dream listen

TE'08

oil time year model t rate figure product naturenfer system term field discovery

TE'09

kill baghdad police bomb attack soldier Iraqgi fomeeund army report military city

TE'10

news picture video tv site photo media busy Intereport image journalist watch

TE'11l

muslim women God Islam Arab christian religion nmean woman Allah live peace

people life

TE'12

fact point case question matter discuss issue n&wvest public social person object

reason article

TE'13

thing people good time go well I'm bad better ldeperson talk thought change

TE'14

Iragi people Irag country Saddam live kill Americaar happen govern year help |

TE'15

receive radio turn high circuit connect control @owignal design low set work

18 Fayrouz is the name of a famous Arab singer.




32

Irag war American Bush Iraqgi govern force presidemlitary unit administratiorn

TE'16 :
troop plan year security

TE’17 | water money company tea food price market eletgrigork pay car buy Obama

TE’18 | t day house time family friend don told year cansa Baghdad start work mother

TE’19 | post read blog write time comment story friend lgighope day start link email year

TE'20 | Al Sunni Iraqg Iragi Baghdad Shiit Sadr Shia groutp Qaeda Ali Islam armi Abu

Table 8: Most Frequent Terms in the English Postsia Partitioning of 20 Topics (TE = Topic in Engli)

On the opposite side, Table 9 shows that using &nkppics caused the merging of
separable themes. For example, Topic TE”03 coelddparated into 2 different topics, one for
local politics (raqi, Iraqg, politic, Saddamandgoverr), and the other for international politics
(Arab, politic, muslim and Americar). Similarly, topic TE”04 could be split into 3 pacs:
economy ¢il andwork), local politics yote electionandKurdish) and electronicshigh, receive
powerandturn).

ID Topic

TE”01 @ post blog read book write picture de news site gkar blogger music tea Internet

TE”02 | day time t thing people friend life feel live logeart good I'm year family

Iragi people Iraq Arab country Al Islam politic Skin Muslim govern war

V= American women live

TE04 time oil work vote election high number point Kwslilist well year receive power
turn

TE’05 Iraqg Iraqi kill Baghdad Al war force American repgovern attack security military

bomb Bush

Table 9: Most Frequent Terms in the English Postsia Partitioning of 5 Topics

| decided at the end to work with= 10 topics. This doesn’t necessary imply thas thi
the perfect choice, but | believe it is a good osgecially that it was validated by human

analysis. | used the same number of topics for Hathsets (Arabic and English).
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An alternative was provided by Griffiths and Stenpréo selecfl [9]. They proposed to
estimate the likelihoodP(w|T) for different values ofl. This likelihood, as a function of,
increases until reaching a maximurg, and then decreases. They suggest thatTihis the

optimum number of topics.
4.4. Results

The ten topics discovered by the English and Arafclels are presented in Tables 5 and
6, respectively. The topics are presented in debogrorder of frequency, and each topic is

illustrated with the words most relevant to thei¢op

ID Topic

People Iraqgi Irag Country American war Saddam Wear kill America happer
terrorist government

-

TEO1

year work company busy develop tea market projgstes service money provide

TEO2
case program

TEO3 | day time t friend thing I'm feel start house tatkwgork good told car

TEO4 Iraq Baghdad kill Iraqgi force war attack militarglgce bomb report American soldier

bush army

Irag al Iragi govern politic elect Sunni party Iré&mab nation vote leader minister
TEO5 .

Kurdish
TEO6 god women Muslim love life man Islam men heart pereeligion woman Christian

face eye

TEO7 | oil de time receive model turn high t power radicircuit set work point

TEO8 | al news year day today call Baghdad ago Abu wat¢hidieo family play story

TEO09 | water picture city place black build white smalbéblong game green open red photo

post read blog write Arab book comment universityet blogger music link interest

TEL0 student publish

Table 10: Most Frequent Terms in the English Postby Topic
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TAO1

Figure 16: Distribution of English Topics

%&'()*+ (- . "% $

ID Topic

one want elapse days same go people day man desgergknow say was

TAO2

5 4010'-% ' I(* ! 23 /

life times poetry love amiability eye heart deailght art soul beautiful spirit fac
sound

TAO3

, 9 *<™ (7 85 , 7,( 6

Allah son say peace the Imam pray Islam Mohammegthgékin father worshippe
Muslim prophet

=

TAO4

> <DE> B C *? @,(A > (/=*

Irag the force government president say councilusgc governorate operatio
Baghdad visit America elections Al-Maliki

TAO0S5

F& +( %052 $ HD313 / IE& > <E& F& G

other many book enable write period something pessone one do picture time s
more
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TAO6

$M N L'5,0 />9*%,(<*GJ K 9%,

the scholar religion history other Arab saying kiedge idea first origin culture earth

own soul

TAO7

0 'A /(RO 0O02< <P 5,7E 23<* > = *

Irag America Arab people occupation Saddam partyBe@ath Iran nation force Israel

resistant

TAO8

/ 'E( :&U7L V*9 ,$R * ST C,

the Baghdad one expand day logic hour childrengmoien three big kill car

TAO09

= G -+E@ *XE-/(>,W, E'* ,0

country politic operation united state no the goweent force meeting general socie
new other rights

TA10

Y ? Z5Y G2- >3 IE> 2 &3 7 *'*

work year media company information office studyingtwork university servic
program newspapers director system programs

Table 11: Translations of the Most Frequent Termsn the Arabic Posts by Topic (TA = Topic in Arabic)

Figure 17: Distribution of Arabic Topics

Sty

1%
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To give an example, a single post (Figure 18) wedyaed and produced the distribution

of topics present in this post (Figure 19), alonthwopic assignment to each token (Table 12).

Figure 18: Example of a Post

Figure 19: Distribution of Topics for the Post in Rgure 18

" http://thoughtsfrombaghdad.blogspot.com/2008/08¢@ids-lead-to-baghdad.html
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Topic Terms

TEO1 | hundreds remind Saddam thousands war

TEOQ2 | statistic

TEO3 | aunt moments remember she'd story years

TEO4 | Baghdad killed roads

TEOS5 | overthrown

TEO6 | alayka beloved birth husband husband lead life piBahmatullahi

TEO7 | analysis

ago ago anniversary Baghdad Baghdad Baghdad bartiomed

TEO8
seventh son today today ya years

TEQ9 | happiest marks proudly years

TE10 | Bilal Bilal Bilal click post read reminded

Table 12: Distribution of Tokens over Topics for the Post in Figure 18

| presented in this chapter the topics discovenedrabic and English datasets. The next

chapter will be dedicated to evaluating these tesgainst an external source.
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% &

The results of any unsupervised techniqgue becomee nideresting if they can be
evaluated against known facts from an externalueso In this chapter | demonstrate the
success of the use of topic models by showing itpe ¢orrelation of the timeline of war related

topics with the Iragi Body Count website.

In order to evaluate the output of the topic modelsoked for an external measure that
captures the ongoing events during the war. IradyBoount® (IBC) is an independent nonprofit
organization that made public its database of theaths caused by US-led coalition forces and
paramilitary or criminal attacks by others" sinc@02. Unlike other sources that provide
estimates, IBC numbers are based on recorded acuhwmted violent deaths from various

sources such as journalists, hospitals, morgue€$\l@nd official statistics. Figure 20 illustrates

18 http://www.iragbodycount.org
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the timeline of the body count for a period of &nrgeas retrieved from IBC on February 16,
2011. The website notes that: “IBC’s figures arestantly updated and revised as new data

comes in, and frequent consultation is advised.”

Figure 20: Body Count

The main topics that can be related to the bodytcate the ones that have more weight
for war and violence terms. In TEO1 and TEO4 thedes can see, among the most frequent
terms, the wordsvar, Kill, terrorist, attack military, bomb report, soldier andarmy. | merged
these topics in the timeline presented by FigureSihilarly, | considered TAO7 and TAO08 as
war topics for Arabic posts because of the appearai the termsoccupation war, force

resistant poisonandkill. Their timeline is presented in Figure 22.
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Figure 21: Timeline of War Topics in English

| found a highly significant positive correlatioetiveen the war topics and the body count.
Lagging the body count after the war topics in Eiglby two months | got a correlation
coefficientR = 0.8551and a level of significance < 0.001for a number of pairl = 84 |
limited the computation to the period 2004 — 2049 jn 2003 only a few posts were published
(Figure 10). The high attention to violence therbgsthe bloggers in 2006 could be expected
during a catastrophic condition described by the &iN‘a civil war-like situation18]. This
said, | can’t explain why the blogs were predictthg body count. | hypothized that bloggers
were updating their posts after external eventsiwed, and | used posts’ update-date instead of
publication-date. | got a very similar correlatiopefficient R = 0.859) for the same advance of

two months. Further research is needed to clamif/liehavior of relationship.
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Figure 22: Timeline of War Topics in Arabic

The correlation of war topics in Arabic was leggndicant. This could be expected given
that the blogging activity in Arabic didn't emergatil 2009 (Figure 10). | claim that English
posts are most likely to be generated by Iraqi ¢dog living outside Iraq, and thus they don't

face the lack of Internet accessibility that Arabloggers faced.

The high correlation of discovered topics with bogly count confirmed the validity of the
choice of topic models as a method for analyzirglily dataset of the blogs that | crawled. In

the next chapter | review the problematic of thesth and conclude with future work.
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This thesis presented a method for the analysisvefabundant social data related to
political crises. | showed series of steps andgieacs that | took over the conduct of this project.
| first introduced a Blogger-based crawler. | themposed an algorithm for distinguishing
Arabic and English posts in two independent dasadet a preprocessing phase, | chose to
integrate a morphological analyzer into each ofnthéNext | discussed the limitation of
classification and demonstrated the inadequacyustering as a technique for investigating this
specific data. Afterward | presented an impleméoadf topic models and showed its efficiency
by finding a high correlation between the topicscdvered and an external measure (the Iraqi
body count). Overall, topic modeling can provideapid insight into a big dataset that we don’t
have any a priori knowledge about. The alternativenanually analyzing the data is challenging
because finding a random representative samplenoialye possible if the number of documents
exceeds several thousands.

Some improvement to this effort can be done inrfutiork. In any particular dataset that

is similar to the one presented in this thesisylimch there is a prior knowledge of the dominant
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languages coming from different alphabets, therélyn presented in Figure 7 can be adapted
such that the number of possible outputs will bea¢do the number of distinct alphabets.
Nevertheless, this algorithm will fail in a mixtued documents, for instance, from various
European languages. As section 3.2.4 shows, dingteeturned a group of documents in which
the most frequent terms are French words. Clugferam be used, then, for language detection
instead of a character-count-based algorithm. Ahim&ctranslation service can also be used to
avoid eliminating content that is available in laages that a researcher doesn’'t understand.

In addition, | plan to verify if the same adoptggpeoach and choices will work for other
datasets. | think of using this work toward thelgsia of data being collected these days about
the political changes in the Middle East, as pérthe efforts being made in the EPIC project.
One challenge could be the adaptation of the dlgos to microblogging based data, known for
the challenges presented by length limits, verbaesrelatively long posts that | have collected
from Iraqi blogs.

The analysis of the comments can enrich this wdhey can be used to get a better
understanding of the interaction between the blogge between authors and their followers. In
a preliminary trial, | found that topic models da@ used for spam detection on the comments. In
a run of 10 topics, | got two clear spam topicsnpgraphy and gambling. After eliminating the
comments that have most contribution to these $pdienay get cleaner data. | can also use
comments for running topic modeling on all of ttealinstead of having two separate runs (one
for English and another Arabic). | want to verifydomments help to correlate Arabic and
English posts. In fact, comments are not necegsauiblished with the same language of their

posts, and thus topic modeling might discover dateel words from different languages.
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