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Training documents

Topic = GPOL, Frequency = 7.07%
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Topic = M132, Frequency = 3.33%
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● Test Collection
o Reuters newswire stories (RCV1-v2)

o 29 topics with ≥ 25,000 positive examples

● Passive Learning
o Random sampling for training and test

o 580 randomized runs (20 per topic)

● Notation:
o F1: “True” effectiveness (on 700K documents)

o F1: Point estimate

o θ : Lower limit of one-sided 95% conf. int. for F1

o τ: Target for F1

● Confidence Level:
o Intended: Desired % of time θ ≥ τ when we stop

o Observed: Fraction of 580 runs that exceed τ

● Goal: Economical assured effectiveness

o Build a good classifier

o Certify that this classifier is good

o Use nearly minimal total annotations

● Common practice (sequential training):

o Select a fixed “certification” test set

o Add some training instances

o Test whether effectiveness target reached

o Repeat add-and-test as needed

● Key results:

o Sequential training introduces bias

o Sequential testing introduces bias

o Both together introduce bias
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