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Cambridge, Massachusetts, November 1997The Link Between Distributed Planning and AbstractionDavid J. Musliner, Mark S. Boddy, Robert P. Goldman, Kurt D. KrebsbachAutomated Reasoning GroupHoneywell Technology Center3660 Technology DriveMinneapolis, MN 55418fmusliner,boddy,goldman,krebsbacg@htc.honeywell.comAbstractThe Distributed CIRCA (D-CIRCA) project is fo-cused on developing planning technology to concur-rently build and execute real-time control plans formultiple cooperating autonomous agents. In this pa-per, we demonstrate how the goals of the D-CIRCAprogram relating to distributed, cooperating agentsmotivate our recent work on Dynamic AbstractionPlanning (DAP). We contend that problems of incom-plete knowledge, limited communication bandwidth,and state-space explosion can all be addressed by ab-straction. We present a high-level description of theDAP technique and conclude by outlining several is-sues for future work.IntroductionThe recent explosion of interest in \agents" has focusedmore attention than ever before on Distributed AI andthe problems of multi-agent intelligent systems. We ar-gue that some of the problems inherent in distributedmulti-agent systems can be reduced to single-agent ab-straction issues. We then present a new technique, Dy-namic Abstraction Planning (DAP) (Goldman et al.1997), that automates decisions about which elementsof a domain representation to abstract. Due to spaceconstraints, we cannot include the technical details ofDAP here, but instead outline the technique at a con-ceptual level. See (Goldman et al. 1997) for details onDAP. We conclude with a discussion of several remain-ing issues and ideas about abstraction, distribution,and D-CIRCA.Background: The D-CIRCA ProjectEarly work on the Cooperative Intelligent Real-TimeControl Architecture (CIRCA) (Musliner, Durfee, &Shin 1993; 1995) focused on building an intelligent con-trol system for a single agent, allowing that agent toprovide real-time response guarantees while also using

complex planning algorithms. The resulting architec-ture, illustrated in Figure 1, combines planning andscheduling modules that build guaranteed, executableplans with a real-time execution subsystem for pre-dictably executing and enforcing the planned behavior.The current Distributed CIRCA (D-CIRCA) projectseeks to extend these concepts of guaranteed safety andpredictable performance into multi-agent domains suchas cooperating teams of autonomous aircraft (see Fig-ure 2). D-CIRCA agents will communicate to allocatetasks and build executable real-time plans that achieveoverall team goals. D-CIRCA will enforce both the log-ical correctness of coordinated multi-agent behaviorsand the timeliness of those behaviors, ensuring thatcoordinated actions achieve their goals and preserveoverall system safety. While executing their plans, D-CIRCA agents will respond to ongoing events in real-time, invoking safety-preserving reactions and/or trig-gering dynamic replanning tailored to the current con-text.This dual capability is distinctly di�erent from typ-ical distributed AI systems. Most DAI research eval-uates collaboration and coordination methods basedprimarily on logical correctness and solution e�ciency,ignoring the issues of behavioral synchronization andreaction timing required for guaranteed performanceby a multi-agent system. Systems based on the D-CIRCA architecture can be applied to mission-criticaldistributed domains with con�dence, and will provideadvance feedback when the available multi-agent re-sources are insu�cient to deal with the anticipated be-havior of the domain.Linking Distribution and AbstractionConsider the following aspects of a multi-agent sys-tem, when viewed from the perspective of a single agentwithin that system:
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AI SubsystemFigure 1: CIRCA combines concurrent planning, scheduling, and real-time execution.Partial Information | The agent cannot know ev-erything about its environment or about the internalstate of other active agents.Incomplete Control | The agent cannot perfectlycontrol all aspects of the domain or the actions ofother agents.Limited Time | The agent has a limited amount oftime to reason about and react to various situationsto maintain safety and achieve its goals.The original CIRCA system was designed to addressthe latter two issues explicitly, but made strong as-sumptions about the world being \fully observable."To make guarantees that CIRCA would detect andreact to all environmental hazards, it was assumedthat the system could sense and deliberate about allmodeled world features. In a distributed environment,there are several reasons to use a partially-observablemodel, including:Local Views| Distributed systems are often moti-vated by the need for di�erent agents to have hetero-geneous sensors, locations (and hence �elds of view),and other distinguishing capabilities.Limited Communication| Agents cannot shareall of their knowledge.Bounded Rationality | Even if they could shareall of their knowledge, agents cannot a�ord the state-space explosion associated with reasoning about thecomplete domain model.An important observation motivating our researchon DynamicAbstraction Planning is that a single agentcapable of making performance guarantees based on anabstracted world model can successfully address each ofthe above distribution issues.By \abstraction," we mean the deliberate omissionof certain pieces of detailed information from an agent'sworld model, and hence from its consideration. Anabstracted world model is essentially indistinguish-able from an incomplete world model, a local view,

a partially-shared model, or a \partially considered"model. Distributed observability reduces to partial ob-servability for a single agent, so our �rst challenge is tobuild a new CIRCA that retains its unique guaranteedperformance characteristics while using abstract worldmodels.Dynamic Abstraction PlanningThe original CIRCA planning system builds reactionplans based on a world model and a set of formally-de�ned safety conditions that must be satis�ed by fea-sible plans (Musliner, Durfee, & Shin 1995). CIRCAplans by generating a nondeterministic �nite automa-ton (NFA) from user-supplied transition descriptionsthat implicitly de�ne the set of reachable states. Begin-ning from a set of designated start states, the plannerenumerates the reachable states and assigns to eachstate either an action transition or no-op. Actionsare selected to preempt transitions that lead to failurestates and to move towards states that satisfy as manygoals as possible. System safety is guaranteed by plan-ning action transitions that preempt all transitions tofailure, making the failure state unreachable (Musliner,Durfee, & Shin 1995).The DAP technique omits detail from the state rep-resentation, reducing both the size of the state spacethat must be explored to produce a plan, and the sizeof the resulting plan itself. The DAP method providesthree important new advantages:1. The abstraction method does not compromise safety-preserving guarantees: the world model used forplanning is reduced, but not in ways that a�ect thesystem's ability to make rigorous statements aboutthe safety assurances of plans it is building.2. The method is fully automatic, and dynamically de-termines the appropriate level of abstraction duringthe planning process itself.3. The method uses di�erent levels of abstraction in



Figure 2: Multiple D-CIRCA agents control a team of autonomous rotorcraft under supervisory control.di�erent parts of the search space, individually ad-justing how much detail is omitted at each step.The intuition behind DAP is fairly simple: in somesituations, certain world features are important, whilein other situations those same features are not impor-tant. An optimal state space representation wouldcapture only the important features for any particu-lar state. By ignoring certain features, the planner canreason about abstract states that correspond to setsof \base-level" states, and thus can avoid enumeratingthe individual base-level states.Thus, CIRCA augmented with DAP works as fol-lows: rather than always using all of the available fea-tures to describe world states, we let the planner dy-namically decide, for each new world state, the level ofdescription that is necessary and desirable. DAP al-lows a planner to search for useful state space abstrac-tions at the same time it is searching for a plan. Ofcourse, during the planning process the system mightrealize that an abstract state that has already been rea-soned about is not su�ciently detailed. For example,this occurs when the state description is not su�cientlyre�ned to indicate whether a desirable action can, infact, be executed (e.g., because the abstract state de-scription does not specify values for all of the featuresin the action's preconditions). In such situations, theplanner must be able to dynamically increase the preci-

sion of that abstract state description by including oneor more of the omitted features. We call this processof adding detail a \split" or \re�nement." Figure 3illustrates a split which reduces the set of states fromwhich failure is reachable, so that further planning canselect actions to preempt failure.The implemented DAP planner begins with amaximally-abstracted world model and iteratively ei-ther splits an abstract state or plans an action for astate until it has arrived at a feasible plan that avoidsfailure and achieves the system goals. When all stateshave an action speci�ed, planning is complete.Other Issues and Future DirectionsIn this section, we touch brie
y on several issues thathave arisen in the course of this work, including exten-sions involving:� The world model manipulated by the planner.� Interactions between the planner and the Scheduler.� Distributed planning, and planning for distributedexecution.World ModelCIRCA's original world model relies on a set of sim-plifying assumptions that were tailored to make plan-ning for real-time guarantees feasible. As we considerCIRCA for a wider set of applications, we are iden-tifying useful ways of relaxing these assumptions and
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Figure 3: The DAP splitting operation.extending the model.1 For example, while CIRCA hasthe unusual ability to plan against external threats,it cannot (yet) take advantage of reliable processes inmaking its performance guarantees. The primitive ac-tions that CIRCA currently uses in its guaranteed real-time plans are assumed to be atomic, of short duration,and executed only sequentially. Capturing reliable ac-tions and external processes that have a longer dura-tion will allow the system to build plans where concur-rent actions and processes are involved in preemptingfailures. To draw an example from Gat (1996), sup-pose that a device needs to be warmed up for a periodof time before it is used. To build a plan that relieson this device to prevent a failure, CIRCA needs tobe able to represent a reliable process (i.e., warmingup), with an upper bound on its duration. This repre-sentation will allow the planner to calculate a time bywhich the expected e�ect will de�nitely have happened.The existing temporal model already takes into accountsome upper bounds| the delays on primitive actions.We plan to expand the model to include new, reli-able temporal transitions with upper bounds on theirtime of completion, together with state-encoding of theprogress of those processes. Our initial investigationsindicate that this modi�cation will not require exten-sive changes to the planning engine.Planner/Scheduler InteractionsThe interactions between the CIRCA state-space plan-ner and the Scheduler module are crucial to the ef-fective operation of the system. CIRCA plans aresafely executable only when the Scheduler can con-struct a schedule of planned reactions (Test-Action1One strong in
uence in this area has been Erann Gat'spaper \News From the Trenches: An Overview of Un-manned Spacecraft for AI" (Gat 1996). See (Musliner &Goldman 1997) for more discussion related to this paper.

Pairs (Musliner, Durfee, & Shin 1993)) such that theminimum delays required by the planner are guaran-teed by the schedule. In the current system, the plan-ner builds a complete plan using assumptions aboutachievable action delays, and then the plan is handedo� to the Scheduler, which tries to build a schedule. Ifit fails, the planner backtracks to try a di�erent plan.There are several ways to improve this situation.The �rst and simplest way is to make the interac-tion between planner and Scheduler more frequent, sothat the Scheduler is incrementally producing sched-ules as the planner makes action choices. Tightly cou-pling scheduling with the planning decisions will allowthe system to detect infeasible action choices earlier,avoiding the ine�cient backtracking caused by the oldbatch mode. Second, the planner could be extended toinclude, as an explicit choice, the addition of a transi-tion solely to prune the size of the �nal reachable statespace and thus reduce the number of actions that mustbe scheduled. While the current planning heuristicschoose the prune the search space for several reasons,they do not yet do so simply on the basis of makingthe scheduling process easier. Third, the planner couldmake action choices based on scheduling concerns; forexample, it could prefer actions that are already in theschedule, rather than forcing the addition of a new testand action.McVey et al. (1997) have recently investigated theintroduction of a Schedule Manager to make more ex-plicit the strategies and interactions that the plannercould have with the Scheduler. One advantage of theSchedule Manager concept is the ability to o�oad it-erative search for certain types of structured plan re-laxations, allowing the planner to focus on model-basedreasoning that the Scheduler cannot accomplish. Muchwork remains in de�ning useful feedback that can help



guide the planner in re�ning its plans when the Sched-uler cannot �nd a feasible solution.Distributed PlanningBuilding a system in which CIRCA agents communi-cate and interact as they construct plans and take ac-tions involves many complex issues. For example, ac-tions may be synchronized through commonly-visibleworld features, or through explicit communication re-garding a state transition that would otherwise be un-observable. This communication must be added to theschedule during the planning process.There are several ways to approach concurrent plan-ning. Unsynchronized planning would involve CIRCAagents planning independently, perhaps knowing whatthe others are doing, perhaps not. In a su�cientlyloosely-coupled environment, this might be feasible.Synchronized planning is a more powerful (and moredi�cult) approach. In synchronized planning, CIRCAagents communicate about their respective plans asthey are being built. For example, CIRCA agentsmight ask for a communication action to be added (asabove), or for a particular action not to be taken. Or,CIRCA agents might ask that a given action be de-layed to enforce an ordering on actions taken by dif-ferent agents. Our current intent is to implement alimited form of synchronized planning.Acknowledgments: This work was supported bythe Defense Advanced Research Projects Agency un-der contract DAAK60-94-C-0040-P0006.ReferencesGat, E. 1996. News from the trenches: An overview ofunmanned spacecraft for AI. In Nourbakhsh, I., ed.,AAAI Technical Report SSS-96-04: Planning with In-complete Information for Robot Problems.Goldman, R. P.; Musliner, D. J.; Krebsbach, K. D.;and Boddy, M. S. 1997. Dynamic abstraction plan-ning. In Proc. National Conf. on Arti�cial Intelli-gence, 680{686.McVey, C.; Durfee, E. H.; Atkins, E. M.; and Shin,K. G. 1997. Development of iterative real-time sched-uler to planner feedback. In Proc. Int'l Joint Conf.on Arti�cial Intelligence (to appear).Musliner, D. J., and Goldman, R. P. 1997. CIRCAand the Cassini Saturn orbit insertion: Solving aprepositioning problem. In Working Notes of theNASA Workshop on Planning and Scheduling forSpace (to appear).
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