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In the recent past, an important use of mathematical optimization in mission management R&D has been the generation of ingress and egress trajectories for attack missions, in which the objective is to remain low in the terrain and avoid threats.  Currently, a new R&D thrust has emerged: coordinated mission management for multiple vehicles. This paper explains the fundamentally different optimization/decision challenges posed by the multiple vehicle case. It goes on to describe several current R&D programs that are underway to meet these challenges, and reports on the progress to date.

1.  Introduction

This paper provides a high-level view of a variety of activities underway as the research community moves into the issue of Multiple Vehicle Mission Management.

In the single vehicle case, optimization is used both offboard and onboard. Offboard, a mission planner generates a course trajectory.  Onboard, a digital-map-based route optimizer generates a fine course trajectory, taking into account the vehicles dynamic maneuverability characteristics. A rapid replan capability onboard is important, for responding to pop-up threats.

Multiple vehicle route optimization adds the challenges of (1) conflict detection and resolution, (2) distributed optimization, and (3) inter-vehicle communications. Conflict detection involves mathematically analyzing regions in four-dimensional space, to determine if the regions intersect (meaning the vehicles become dangerously close to a collision or wake vortex accident).  Conflict resolution is the generation of a new route to avoid the intersection. The distributed optimization problem makes this more challenging: there is no central computer with all the data performing deconfliction. Instead, separate optimizations on the separate vehicles must collaborate. The exchange of information to succeed in collaboration drives inter-vehicle digital data communication requirements, and communication limitations in turn drive compromises in the distributed optimization algorithms. Interestingly, NASA work to enable so-called “free flight” by commercial aircraft is directly relevant to the distributed conflict detection and resolution problem. More directly, a program managed by the US Air Force Research Laboratory and sponsored by DARPA, under the title “software enabled control,” is addressing the military scenario of closely spaced tactical aircraft performing distributed route optimization with conflict resolution. Section 2 describes these programs.

One of the more compelling reasons for multiple vehicle route optimization in close quarters is the potential for using uninhabited air vehicles, perhaps with dissimilar equipment (e.g., sensors, stores), for high risk missions or high-G-maneuver missions. This scenario adds additional requirements on the mission management automation system. A mission-level human tasking capability is required, in which a human can direct the collection of UAV with a few high-level commands to the group as a whole; this is a human interface challenge. Then, an autonomous subtask planning system onboard the vehicles must assign specific tasks, and reassign them as the mission proceeds (e.g., one vehicle attacks a target, another performs battle damage assessment, and a third is assigned reattack if necessary). DARPA real time planning and supervisory control work is addressing these issues for the specific case of multiple tactical uninhabited air vehicle (managed by US AFRL at Wright Patterson AFB). Synergistic work in tactical mobile robots is underway as well. Section 3 describes this activity.

2. Active Multi-Model Control for Uninhabited Combat Air Vehicles

In this section, we describe some work recently initiated on the coordinated control of UCAV formations.  This project is focusing on the key topic of active multi-modeling—the on-board use of multiple and diverse sources of knowledge. We first introduce the notion of active multi-models and then discuss some specific developments inspired by this notion. Some further details on the material here is available in Koenig et al. (1999).

2.1  Active Multi-Modeling for Control

Our emphasis on multi-models also has algorithmic implications for control functionality. While all advanced control can fairly be labeled model-based, previous work has generally (although there are notable exceptions) assumed a one-to-one correspondence between a control application and a model. In a broader view of control, however, this correspondence cannot be presumed. Different models will need to be integrated, within the same overall control system that may perhaps have been developed for inner-loop and outer-loop control, state estimation, fault detection, etc.  Submodels can also relate to different operating points, to different subsystems of the overall system, and they can be based on different representational formalisms (e.g., linear or nonlinear; algebraic or dynamic; first-principles, heuristic, or empirical).  

Given this diversity of model types and properties, how can multiple models be integrated so that the end result is an effective synthesis of the individual knowledge/information representations? How can models be conveniently added or removed from a multi-model structure? How can they be updated as new information is obtained? And how can multi-modeling technology be adapted specifically for on-line execution in demanding applications such as UCAV formation flight.
One of our research objectives is determining good answers to such questions (Samad, Cofer, Godbole, 1999).  A suitably general theory is not imminent, but some promising if preliminary designs have been generated, and these are discussed next.

2.2  Active Route Control and Maneuver Generation

We outline two active multi-model control algorithms below, for on-line route optimization and dynamic maneuver generation.

On-line Route Optimization—One specific problem of interest is the re-optimization, during a mission, of the routes and trajectories (and associated aspects such as control laws) of a fleet of UAVs. Such re-optimization may be needed for a variety of reasons, including popup targets, sudden severe weather conditions, and changes to the mission objectives.  From an algorithmic perspective, we need to design approaches that can accommodate the requirements for UAV missions of the future exploiting the computing infrastructure that can be presumed to be available.

We have been exploring an evolutionary computing algorithm for this application.  Given some initial route defined by a set of waypoints, the algorithm seeks to progressively improve the route by randomly perturbing the waypoints and evaluating the cost of the new route in terms of a collection of constraints. The algorithm essentially conducts a directed random search over the space of possible waypoints. This is an anytime algorithm—the more computational resources available, the better the route produced. It is also inherently parallel since many potential perturbed routes can be evaluated simultaneously, and it is sufficiently flexible to accommodate general evaluation criteria and models.  

Figure 1 shows a route optimized by this algorithm for a UAV (the diamond symbols represent waypoints). The large spoked ellipse is a threat region to be avoided, the smaller spoked area is the target. The mission criterion in this case was low-elevation flight while reaching the target and avoiding the threat. Flyability constraints were represented as turning restrictions at waypoints. Elevation is represented as contours in the figure.  The terrain data is from north of Albuquerque, New Mexico.  



Figure 1.  A route for a UAV, as generated by an evolutionary computing algorithm.

Wavelet-Based Dynamic Maneuver Generation—Our current work is focusing on the closely related topic of dynamic maneuver generation. Here we assume that an overall coarsely defined route is available and the problem of interest is to determine the maneuvers that UAVs need to execute to deal with unforeseen situations and to realize a detailed flyable trajectory. A fundamental conclusion is that multi-resolution models and route representations are required.  

We are pursuing a novel, wavelet-based approach for this purpose. Wavelets are an inherently multi-resolution signal composition and decomposition tool. Higher frequency and lower frequency components of a signal are represented separately, not just in frequency space but also in the time domain. Thus high frequency components at different times can be distinguished. More importantly for our purposes, the time/frequency components can be selectively suppressed.  

The signal of interest in our application is the UAV trajectory, represented as the 3D position of the vehicle as a function of time. Both low and high frequency factors are permitted for the short term, and, for progressively further out segments of the trajectory, the higher frequency coefficients are excluded. The result is a unified representation that automatically structures a route so that it is more complex in its initial stages and increasingly smoother (i.e., more approximate) in its later ones. 

Just as we need a route representation that is at reduced resolution for future times, similarly we need multi-scale and multi-resolution versions of other relevant models. Figure 2 illustrates this idea.

 The original terrain data is included, along with terrain maps generated via decimation by 4 and 10 from the original data. The decimation used a uniform-weighted spatial filter, so that, for example, each point in the intermediate figure is the average of a 4 × 4 region of the original data. As can be clearly seen, there is a general smoothing out of terrain features as the resolution gets coarser. A point on a coarser map contains terrain information for a region around that point, not just at the point itself.





Figure 2.  Multi-resolution terrain models.

Figure 3 schematically shows a time-frequency wavelet map and the relationship between maneuver, aircraft, and terrain models. By only considering the shaded components in the wavelet decomposition, a maneuver of gradually decreasing complexity for increasing time horizons can be generated. The middle and bottom figures show how different models of aircraft dynamics and terrain data having varying resolution and fidelity can be accommodated (multiple aircraft models for the same resolution may be needed—e.g., for different altitudes). Multi-scale active models for other aspects of the problem (targets, threats, weather) can be similarly considered.



Figure 3.  Multi-resolution active models for UAV maneuver generation.  
2.3  Software Infrastructure for Active Multi-Model Control

The objective of our work in software architecture is to develop the necessary computing infrastructure to support the coordinated control of UAV missions. Architectural requirements will be driven by the active route control and maneuver generation algorithms and by the active models that are needed for these algorithms. We do not discuss this topic in detail here, but briefly note some salient points.

Active model execution:  A fundamental question that we seek to answer is “What does it take to be able to task autonomous vehicles to fly aggressively, to attack, and to take evasive action?” The software architecture will have to support rapid switching between different control modes commanded by the multi-model-based controller. This implies flexible access to the various auto-pilot control blocks illustrated in Figure 4 with different sets of controllers executing depending on the mode and switching between data sources for the control targets.


Figure 4.  Different control modes for an active route controller.

Runtime Requirements for Evolutionary Computing Algorithm:  The evolutionary computing algorithm for route optimization that we have been evaluating has a number of interesting software implications. The “anytime” nature of the algorithm means that it can be run in a dynamic prioritization scheme, where different tasks are scheduled to run with varying priorities depending on the current demands of the mission. The evolutionary route optimization algorithm is amenable to parallelization—it can exploit multiple processors on a single UAV or across a fleet. During peak demands, multiple processors on a UAV can be dedicated to route optimization to obtain better/faster results.

Mode Structures for UAV Formations: The computing requirements for UAVs will vary during a mission depending on a variety of factors. One of the main factors is whether a particular vehicle is the leader or a follower in a fleet. The leader will be responsible for route planning and optimization. Followers will be responsible for maintaining their assigned position relative to the leader. A top-level state diagram for coordination is shown in Figure 5, with four principal modes defined for each aircraft and conditions for mode transitions identified.



Figure 5.  State diagram for leader/follower coordination.  

3.  Autonomy and Command of Uninhabited Air Vehicles

Operator control interfaces for currently deployed UAVs either require operators to remotely pilot the aircraft, or they rely on very high-level behaviors (e.g., return-to-base or waypoint-designated routes) that can be commanded but not readily modified by the operator.  While these approaches suffice for relatively simple surveillance missions involving single aircraft, in the future we anticipate teams of UCAVs engaged in highly dynamic combat operations. In those scenarios, remote piloting is not a viable approach, for at least two reasons. First, remote UCAV piloting is infeasible because sufficient remote situation awareness is essentially impossible (even in situ pilot situation awareness is extremely difficult to maintain in combat, and the higher-performance realm of UCAV operations exacerbates the problem). Second, even if remote piloting was possible, we cannot afford to have a single UCAV per operator. If UCAVs are to be practical, they must be much easier to task and control, and hence more autonomous.

To address these issues and provide high-level, low-overhead control of UCAV teams, we have been developing tasking and control interface concepts based on the playbook metaphor. The term “playbook” is drawn from sports like American football, in which teams develop scripted sets of roles/tasks/behaviors for different expected situations. The playbook concept is intuitively appealing because it is essentially a human-evolved solution to the problem of tasking a team of heterogeneous agents with very low bandwidth and severe time constraints.  During a game, a quarterback repeatedly calls plays using just a few keywords, and may also indicate slight modifications to the stock play (“audibles”). Because the playbook itself is created before the game, and the team trains to it, the other members of the team understand exactly what the quarterback wants, and how to coordinate with the other teammates.  

Beyond intuitive appeal, playbooks have several key features that make them well-suited to tasking teams of autonomous agents, including:

· Rapid access to plans with only low-bandwidth inputs required.

· Coordinated multi-agent plans.

· Ability to modify plans on-the-fly in limited, well-understood ways.

Figure 6 illustrates a prototype playbook interface concept for UCAV tasking. This interface provides extensive detail on the structure and parameters of the hierarchical plays being composed for a mission, and a set of play components (“plan snippets”) that can be dragged into place.

A notable disadvantage of the playbook concept is that the plays in the book are pre-built, and hence potentially less flexible and context sensitive than a plan built on the fly. We overcome this limitation by building our playbook interface to interact with an intelligent planning component that can dynamically compose playbook components to fit a situation.  Our Multi-Agent Constraint-Based planner (MACBeth) combines the advantages of Hierarchical Task Network (HTN) planning with constraint-based reasoning. HTN planning allows MACBeth to reason about the plays and sub-plays that make up the playbook: MACBeth can take a high-level goal and compose a set of playbook elements to achieve that goal. Constraint-based reasoning is added to handle deliberation about resources such as time and fuel. Standard HTN planners cannot reason about such constraints, and thus are not suited to mission planning for agents with restricted resources. 



Figure 6.  Multi-Agent Constraint Based Planning (MACBeth)

Together, MACBeth and the playbook interface provide an “adjustable autonomy” capability the user can command a team of assets at any level of autonomy. For example, he can give very high-level goals to the team as a whole and rely on the planner to fill in all the details for each asset. Or, he may provide a team goal and a set of lower-level constraints on how the team should achieve its goals (e.g., deadlines, prohibited regions). Or, he may delve even deeper into the hierarchical playbook and specify tasks and behaviors for individual assets.

Our goal of providing high-level tasking and autonomy applies to many different types of autonomous systems, including UCAVs, unmanned ground vehicles, unmanned underwater vehicles, etc.  In the DARPA/ATO Tactical Mobile Robotics program, we have applied our playbook interface and tasking concepts to the control of teams of small mobile robots in urban warfare scenarios and special forces operations. The robot teams can assist warfighters by providing safe reconnaissance, precision device transport and placement (e.g., smoke deployment, ammunition transfer), low-profile intrusion, and a variety of other functions.  Reducing operator load and attention requirements are critical in the TMR domain as well, since the operator will be a soldier in a small unit engaged in extremely rapid, high-threat operations. Figure 7 shows our prototype TMR playbook tasking interface, which allows the robot operator to call plays using a directory browser interaction metaphor.  Higher-level, abstract and relatively unconstrained versions of plays are represented as top-level “folders.” The operator may select one of these top-level plays, such as “deploy,” and indicate a target region on the map display. If he makes no other specifications, the system will automatically allocate members of the robot team, plan deployment destinations to provide suitable coverage of the area, plan paths for the robots, and move the robots to accomplish the deployment. If he wants more control over the action, the operator may “open” the top-level folder to access a more detailed set of alternative deployment strategies, and he may select the strategy he wants to use. In addition, he may provide more detailed constraints on the parameters of the plays, such as the deployment destinations or which robots form the deploying team.  Overall, the effect is to give the operator as much control as he wants, but to automate all of the decisions he elects to leave unspecified. The TMR program is also exploring other interface techniques to the playbook concept, including voice commanding and glove-based gesturing.



Figure 7.  The playbook user interface for commanding teams of Tactical Mobile Robots provides high-level tasking, direct manipulation of robot behavior, and rapid access to robot sensor data.  The upper right panel shows an automatically generated building map based on laser scanning rangefinder data, with robot deployment icons overlaid.  The upper left panel represents the playbook command options.

Summary

Increased computing power, intervehicle communications, and an interest in multiple unmanned combat air vehicles has led to research in multiple vehicle mission management. Collision avoidance/conflict resolution is being extracted from NASA and private industry commercial airspace management research. Enhanced mission route optimization is being investigated under DARPA/USAF direction. Results to date, are encouraging.  Integration and flight testing remain in the future.
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