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Bellman’s equations

 The classic view of Bellman’s optimality equation:
 Deterministic problems

 Stochastic problems
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AI vs OR

 If we are all solving the same problem, why do OR and AI
people have such different attitudes?
 Hypothesis: We are solving very different problems

 AI problems
 Typically managing a single entity (aka resource, asset)

» Playing a game
» Controlling a robot

 OR Problems
 Typically managing multiple resources/assets:

» Routing a fleet of vehicles
» Balancing a financial portfolio
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Problem characteristics

 Single entity/resource/asset
 State space

» “Small” state space (state = attributes of the resource)
– Small = small enough to enumerate

» Large state space
 Reward structure

» Shallow reward structure
– Receive rewards at every step, providing guidance

» Deeply-nested reward structure
– Have to play many steps before receiving a reward
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Connect-4



© Warren B. Powell 2005

Backgammon
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OR problems

 Multiproduct inventory problems

Product t
ypes
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Schneider National
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The problem classes

 Class 4: Multicommodity flow problems
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 Financial asset management:
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State variables

 How big is the state space?

[ ]
If the attribute vector has one dimension:

Location   ||=100 - 1000 locations

The attribute space grows with the number of dimensions:
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State variables

 Attributes can get complicated:
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Equipment type
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State variables

 We need to distinguish between the state of a single
resource, and the state of our system

For a single resource:
Attribute (state) of a single resource.
Attribute space (state space of a single resource).

For multiple resources:
     Number of resources with attribute  (at time )
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State variables

 What if we have N > 1 trucks?
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Number 
of 

resources

Attribute 
space State space

1 1 1                                                                                                                                                                                        
1 100 100                                                                                                                                                                                     
1 1000 1,000                                                                                                                                                                                  
5 10 2,002                                                                                                                                                                                  
5 100 91,962,520                                                                                                                                                                          
5 1000 8,416,958,750,200                                                                                                                                                               

50 10 12,565,671,261                                                                                                                                                                    
50 100 13,419,107,273,154,600,000,000,000,000,000,000,000,000                                                                                                     
50 1000 109,740,941,767,311,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000      
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Why are they hard?

 AI problems are hard because
 “attribute space” is often very large.
 Reward structure is deeply nested.

 OR problems are hard because
 we are managing many resources.
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The curses of dimensionality

 Actually the situation is somewhat worse…

 Problem: Curse of dimensionality
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Three curses

State space
Outcome space
Action space (feasible region)
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The curses of dimensionality

 The computational challenge:
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How do we find              ? 11()ttVR++

How do we compute the expectation? 

How do we find the optimal solution? 
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Resources Demands

Managing multiple resources

Set of
decisions for a
single resource

1 if we choose this decision.dx =
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Resources Demands

Managing multiple resources
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Managing multiple resources

Random future demands
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Managing multiple resources

 We can use a separable approximation of the future:
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Managing multiple resources

 OR people normally assume we can enumerate the
attribute space:

The set of locations
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Managing multiple resources

 … in reality, we often cannot.

The set of attributes

Solution:
Combine the
tools of AI
and OR!


