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In order to use CAT as a tool for planning for coalition operations, users go through an iterative process in which
they use CAT to create and analyze alternative plans. One of the biggest difficulties is that the number of possible
plans that must be analyzed is exponential in the number of possible actions that may or may not appear in those
plans. In any planning problem of significant size, it is impossible for the user to create and analyze every possible
plan; thus users can spend days arguing about which actions to include in their plans.

To solve this problem, we have developed an approach to quickly compute upper and lower bounds on the proba-
bilities of success associated with a partial plan, and use these probabilities to recommend which actions the user
should include in the plan in order to get a complete plan. This provides an exponential reduction in the amount of
time needed to find a complete plan. In our experiments, our approach generated recommendations that resulted in
plans that have the highest probability of success in just a few minutes.

1 Problem and Significance

In planning a coalition’s course of action (i.e., a plan for the coalition to execute to achieve a desired objective or
objectives), quick and accurate decision making is a very important task and it is very hard. A major source of
difficulty is how to deal with uncertainty. This uncertainty has many sources, but perhaps the biggest one is the
uncertain relationship between causes and effects. For example:

• At a tactical level, sorties are flown against a series of bridges to prevent the enemy ground forces from crossing the
river. The sorties are intended to prevent the crossing. What is the probability that they will?

• At a strategic level, the international coalition’s destruction of the Taliban Army was intended ultimately to reduce
world-wide terrorism. Did it?

Such uncertainties are compounded by the size and complexity of most coalition plans—for example, a causal model
of Operation Deny Freedom, built by the actual planners, contains over 300 uncertain events interrelated by cause and
effect. Moreover, there are often significant delays between cause and effect, and effects may persist for only limited
amounts of time: a destroyed bridge can be rebuilt or bypassed. This makes it exceedingly difficult to forecast the
possible effects of a coalition operation.

This paper describes the approach we have developed to help analyze this uncertainty in order to generate effective
plans. The basis for our approach is the Air Force Research Laboratory’s (AFRL’s) Causal Analysis Tool (CAT),
which is a tool for representing and analyzing causal networks similar to Bayesian networks. From this representation,
CAT can compute the probability that any given plan (i.e., any chosen combination of actionable items) will achieve
the desired objectives of that coalition.

A major technical difficulty is how to overcome combinatorial blowup during the planning process. If there aren
different actionable items, then there are potentially2n different plans, making it infeasible for the user to ask CAT to
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analyze each one. Our approach exploits the conditional-independence relationships within a causal network in order
to overcome this combinatorial blowup. In doing so, it quickly computes upper and lower bounds on the probabilities
of success associated with a partial plan, and uses these bounds to recommend which actions the user should include in
the plan in order to get a complete course of action. This provides an exponential reduction in amount of time needed
to find a complete plan. In our experimental evaluation, our approach generated recommendations that resulted in
plans that have the highest probability of success in just a few minutes, demonstrating its effectiveness.

2 Background: Causal Analysis Tool (CAT)

Causal Analysis Tool (CAT) is a system developed by the Air Force Research Laboratory (AFRL) for being use in
creating, modifying and analyzing causal models. CAT is a development tool that is currently in prototype stage and
it has not been deployed in any sort of active use yet. However, to the best of our knowledge, several strategic-level
organizations within the US Air Force are testing CAT and giving positive feedback about it.

2.1 Probability Analysis in CAT

The basic function of CAT is to propagate local estimates of uncertainty throughout large models. Its most basic output
is the probability, as a function of time, that particular events will be true. Below, we give a brief summary of CAT;
for detailed information on the technology that CAT uses, see [9, 10, 8].

Probability analysis in CAT is based on the use of causal models; CAT provides tools to either construct a causal
model or load a previously constructed causal model from a file. CAT’s causal models are similar to Bayesian Net-
works (and CAT compiles them into Bayesian Networks in order to do its analysis). However, CAT’s causal models
incorporate several extensions in order to make Bayesian causal modeling available to users who do not have spe-
cialized probability training, and allow sophisticated incremental improvement of these models when more time is
available.

In CAT, acausal modelis a directed graph (e.g., see Figure 1 on the next page) in which each node represents an
event that may or may not occur. There are three different kinds of events:actionable items, which are actions that the
coalition may choose whether or not to perform,goalsthat the coalition may wish to achieve, and other intermediate
events that are neither actionable items nor goals. The edges (which are calledmechanisms) represent causal and
inhibitory relationships between events. A mechanisme1 7→ e2 between eventse1 ande2 is causalif the occurrence
of e1 increasese2’s probability of occurrence, and it isinhibitory if the occurrence ofe1 reducese2’s probability of
occurrence. Associated with each mechanism is a number between 0 and 1 to indicate the probability with whiche1

causes or inhibitse2. These numbers are probabilities of causation or inhibition rather than the conditional probabilities
used in Bayesian networks—but they can be translated into the latter, and CAT does such a translation in order to
perform its calculations.

In a causal model, the user can specify a number of probabilities by filling in the probability tables for each event
in the causal model. For example, Figure 1 shows a set of user-specifed causal probabilities for the event ”Destroy
IADS” in that model. These probabilities tell us that each of the mechanisms ”No Communications”, ”No Sensors”,
”No Weapons”, and ”No C2” will cause this event alone with probability 0.76. The user can also specify causal
probabilities for the event ”Destroy IADS” given various groups of its causes by using the ”group” check-boxes.

Furthermore, each event in a causal model is associated with a special type of probability, called theleak probability
for that event. Intuitively, an event’s leak probability specifies the probability that the event will occur even when none
of its causes occurs in the world. In other words, a leak probability specifies the causes of an event that are not specified
explicitly in the given causal model. Leak probabilities allow CAT users to work with incomplete causal models with
unknown events and still be able to reason and compute the probabilities of the events already in the causal model.

To calculate the probabilities of occurrence for the events and mechanisms of a causal modelM , CAT first compiles
M into a Bayesian Network, sayB(M), such that the event and mechanisms inM correspond to the nodes ofB(M).
CAT computes two different conditional probability tables (CPTs) for each noden in B(M); namely, aCausal CPT
and aInhibitory CPT. These conditional probability tables model the causal and inhibitory relationships among the
events and mechanisms of a causal model, as described above. They are both computed using theRecursive Noisy-OR
(RNOR) rulereported in [8]. The RNOR rule is a generalization of the traditionalNoisy-ORrule [12], which is widely
used for computing the probability of an event, given the conditional probabilities that describe the dependencies
between that event and each of its predecessors. The RNOR rule allows for modeling and reasoning about complex
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dependencies between events of a given causal model, which cannot be captured by the Noisy-OR rule. For details on
the RNOR rule, see [8].

Having computed the special conditional probability tables described above, CAT performs a variant ofprobabilis-
tic logic sampling[5] over the compiled Bayesian NetworkB(M), in which it repeatedly simulates the occurrence (or
nonoccurrence) of the nodes inB(M).1 In each simulation run, CAT decides whether an event (i.e., a node inB(M))
n occurs with the probability computed by the following formula

(1.0− InhibitoryCPT (n, inhibitors(n)))× [1.0− (1.0− CausalCPT (n, causes(n)))(1.0− Leak(n))],

whereLeak(n) is the leak probability associated with the noden, andCausalCPT andInhibitoryCPT denote the
causal and inhibitory conditional probability tables computed by CAT for the noden during the compilation phase.
causes(n) andinhibitors(n) are the sets of predecessors ofn in B(M) such thatcauses(n) denotes the set of nodes
in B(M) whose occurrence increases the probability of occurrence forn, andinhibitors(n) denote the set of nodes
whose occurrence decreases the probability of occurrence forn.

The formula given above specifies the following probabilistic-reasoning behavior: if a noden had no predecessors
in B(M) that inhibit the occurrence ofn, then we would wantn to occur as a result of its causal dependencies specified
in CausalCPT (n, causes(n)), and/or as a result of unmodeled external factors with probabilityLeak(n). However,
if n has inhibiting predecessors, then the probability of the occurrence ofn due to its causes and its leak probability
value may be reduced with the probability specified inInhibitoryCPT (n, inhibitors(n)). Thus, in each simulation,
n will occur with the probability computed with the formula above, given the occurrences and non-occurrences of
each of its predecessors in that simulation run.

In each simulation run, CAT starts with the nodes inB(M) that has no predecessors. For such nodes, the above
formula specifies the “a priori” probabilities given as input by the user. The simulation progresses by iteratively
considering each noden in B(M) such that the occurrence or non-occurrence of all of the predecessors ofn is
already probabilistically simulated in this particular run. This way, when CAT considers to simulate the occurrence or
nonoccurrence of a noden in a run, it always knows whether the predecessors ofn occurred or not in that particular
simulation run. In other words, CAT always knows whether the nodes incauses(n) andinhibitors(n) are occured
or not in that particular simulation run, when it considers the noden.

CAT runs its simulation repeatedly, for as long as the user wants. As it does so, it keeps statistics on how frequently
each node occurs. It uses these statistics to compute an estimate of the probability of occurrence for every event in
the original causal networkM . CAT displays these estimates to the user as shown in the left-hand pane of Fig. 1.
As CAT runs more and more simulations, the estimates of each such probability get progressively more accurate, and
CAT updates its display accordingly. The user may stop running simulations whenever he/she feels that the estimates
have become sufficiently accurate.

2.2 Planning using CAT

In CAT, planning takes place as an iterative and interactive process in which users repeatedly do the following: (1)
they make decisions about some actionable items to include and/or exclude, (2) they use CAT to obtain an estimate of
the probability of achieving the goal,2 and (3) they revise these decisions based on their experience and intuition.

Users may need to try many combinations of actionable items in order to generate the plan that has the highest
probability of achieving the goal. This plan is not necessarily the one that includes all possible actionable items: if the
causal model contains inhibitory mechanisms, then some actionable items may reduce the probability of achieving the
goal. In order to find the plan that maximizes the probability of achieving the goal, in the worst case a user may need
to create and analyze exponentially many alternative plans. For example, if there aren actionable items, then there
are2n different possible combinations of the actionable items, i.e.,2n different plans. Since the causal models for
coalition operations can be quite large and complex, and since the planning often needs to be done in a very limited
amount of time under stressful conditions, it clearly is not feasible for the user to generate and examine all of these
plans.

As an example, ifn = 22 then there are222 different possible plans. Suppose CAT takes 10 seconds to analyze
each plan (this assumption is rather optimistic: if the network is sufficiently large, CAT might take minutes or even

1The reason why CAT uses probabilistic logic sampling is because of the way in which CAT reasons about time and scheduling; the details are
beyond the scope of this paper.

2For simplicity, in this paper we assume that there is just one goalg. Situations in which there are several goalsg1, . . . , gk can sometimes be
modeled by adding a new nodeg whose causes areg1, . . . , gk.
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hours). Then the total time needed to analyze all of the plans is approximately 11,651 hours, or more than 485 days.
Clearly, this is not acceptable.

3 Our Approach

We have developed a way to overcome the exponential blowup described above. Our approach involves modifying
CAT so that it can represent and reason aboutpartial plansin which the user has made yes-or-no decisions for some of
the actionable items and the others remainundecided. This enables the users to carry out the followingiterative plan-
development process: the user begins with a partial plan in which all actionable items are undecided, and gradually
makes decisions about more and more of the items until no undecided items remain.

By using our technique, we can give the following feedback to the user at each iteration of the planning process:
(1) upper and lower bounds on the probabilities of success that can be attained with the current partial plan, and (2)
a recommendation for what choices to make next in order to achieve a complete plan. The following subsections
describe how we compute the upper and lower bounds, and how we use these bounds to recommend which actionable
items to include or exclude next.

3.1 Upper and Lower Bounds

We now discuss how to compute lower and upper boundsPmin(e) andPmax(e) on the probability of each event in a
causal modelM .

It is simple to put lower and upper bounds on the probabilities of the actionable items. Suppose the set of actionable
items isA = {a1, . . . , an}, and suppose the user has already chosen some set of actionsD+ ⊆ A to include in the plan
and some subsetD− ⊆ A to exclude from the plan, so that the current partial plan isD = D+ ∪ {¬ai : ai ∈ D−}.
Then for eachai ∈ D+, Pmin(ai) = Pmax(ai) = 1; and for eachai ∈ D−, Pmin(ai) = Pmax(ai) = 0. For each
ai ∈ A \ (D+ ∪D−), the user has not yet decided whether to includeai in the plan, so the tightest lower and upper
bounds we can place onP (ai) arePmin(ai) = 0 andPmax(ai) = 1.

Given the probabilities{Pmin(ai), Pmax(ai)}n
i=1, we want to computePmin(e) andPmax(e) for every event in

M that is not an actionable item. One way would be the brute-force approach: run CAT’s probability analysis onM
repeatedly, once for every combination of probabilities{P (ai) ∈ {0, 1} : ai ∈ A\D}. However, this approach incurs
the same kind of exponential blowup that we discussed earlier, because it requires doing the probability analysis2n−m

times, wheren = |A| andm = |D|. As we now describe, a quicker computation can be done by taking advantage of
conditional independence among the events inM .

During CAT’s simulations, the occurrence or non-occurrence of an evente in the Bayesian networkB(M) is
represented by a boolean random variablex(e) ∈ {0, 1}. During each simulation run, the probability that CAT assigns
x(e) = 1 isP (e). In our modified version of CAT, the simulation procedure instead usestworandom variablesxmin(e)
andxmax(e) for each evente. Our simulation assignsxmin(e) = 1 with a probability that is a lower bound onP (e),
and it assignsxmax(e) = 1 with a probability that is an upper bound onP (e). This is done as follows.

If e is an actionable item, then there are three cases:

• If the user has chosen to include in the plan, we assignxmin(e) = xmax(e) = 1.

• If the user has chosen not to include in the plan, we assignxmin(e) = xmax(e) = 0.

• Otherwise we assignxmin(e) = 0 andxmax(e) = 1.

If e is not an actionable item, then lete1, e2, . . . , eb be all of the nodes that may affecte, i.e., e1, e2, . . . , eb are the
predecessors ofe. Suppose the simulation has progressed far enough to assign values toxmin(ei) andxmax(ei) for
i = 1, . . . , b. From conditional independence, it follows thatP (e) depends only one1, . . . , eb. Thus, the set of possible
probabilities fore is

S = {P (e|x(e1), x(e2), . . . , x(eb)) :
x(e1) ∈ {xmin(e1), xmax(e1)},
x(e2) ∈ {xmin(e2), xmax(e2)},
. . . ,

x(eb) ∈ {xmin(eb), xmax(eb)}}.
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Then the simulation assignsxmin(e) = 1 with probabilitymin(S), and assignsxmax(e) = 1 with probabilitymax(S).

3.2 Providing Feedback and Recommendations

Like the original version of CAT, the modified version can keep running simulations for as long as the user wishes.
Suppose that the user has made some set of yes-or-no decisionsD. For each nodee, let P k

min(e|D) andP k
max(e|D)

be the average values ofxmin(e) andxmax(e) over a set ofk simulation runs. Our modified version of CAT displays
these averages to the user as shown in the left-hand panes of Figures 2, 3, and 4. As the number of runs increases,
P k

min(e|D) andP k
max(e|D) converge to lower and upper bounds onP (e|D).

Our modified version of CAT uses a hill-climbing approach to provide recommendations for additional actions to
include inD+ andD−. Supposeg is somegoal eventwhose probability the user wants to maximize. In addition to
computingP k

min(g|D) andP k
max(g|D) as described above, our modified version of CAT also computesP k

min(g|D, ai)
andP k

min(g|D,¬ai) for everyai ∈ A \ (D− ∪D+). Let

P ∗ = max
⋃
i

{P k
min(g|D, ai), P k

min(g|D,¬ai)}.

ThenP ∗ is the largest amount by whichPmin(g|D) can increase if the user makes a yes-or-no decision about one of
the undecided actions. Either there is anai such thatP k

min(g|D, ai) = P ∗, in which case our modified version of CAT
will recommend includingai in the plan, or else there is anai such thatP k

min(g|D,¬ai) = P ∗, in which case our
modified version of CAT will recommend excludingai from the plan.

3.3 Computation Time

The total computation time required by this technique is no greater than the time needed forn2b calls to the original
version of CAT, whereb is the maximum number of predecessors of each node andn is the number of actionable
items. This is a substantial improvement over2n, becauseb normally remains small even in very large networks. For
example, in the OctMod example of Fig. 1, no node has more than four predecessors. Furthermore, if most nodes have
fewer thanb predecessors (as is true in the OctMod example), then the total computation time will be substantially
less thann2b.

For example, let us suppose that we have causal model in which the maximum number of predecessors of each
node isb = 4, the number of actionable items isn = 25 and three of the actionable items has been already decided —
i.e., we havem = 3. Furthermore, suppose again that CAT needs 10 seconds each time it analyzes the causal network.
Then the total time needed for us to get the complete plan is less than 70 minutes. This is substantially better than the
485 days required by the brute-force approach!

4 Implementation and Preliminary Experiments

We have implemented our approach in CAT that computes the probabilities and recommendations described in the
previous section, and done some preliminary experiments. For our experiments, we have used unclassified versions of
causal models for two coalition-operation scenarios. One is the “Operation SSWOTS,” a portion of which is shown in
Figure 2, is a “scrubbed” version of a much larger model developed for the war in Afghanistan. The other, called the
“Operation OctMod,” shown in Figure 1. The “Operation OctMod” model is a representation of the causal model that
was used against Milosevic in the Bosnia-Herzegovina war. For each case, it was possible to use our modified version
of CAT to develop plans in the order of minutes.

We now describe a sample user session we have performed with the OctMod example. In this example, the
maximum and the minimum probabilities of occurrence for the goal event (the “accede to demands” node in Figure 3)
are 90% and 0%, respectively. The maximum probability of success is achieved when all of the actions are included
in the plan, and the minimum probability of success is achieved when all are excluded.

Initially, we did not specify any decisions on which of the actionable items to include in the plan or exclude from
it, so all of the actionable items are marked asundecided. We first asked our modified version of CAT to analyze
the causal model and make a recommendation. CAT then calculated the maximum and minimum probabilities shown
in the left-hand pane in Fig.3. Note that these probabilities computed by CAT are correct estimates of the actual
minimum and maximum probabilities of the goal node in this example since our approach enables CAT to compute
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these estimates over every possible combination of the decisions on the undecided actions, virtually in a simultaneous
way.

Having computed the estimates of the minimum and maximum probabilities, CAT also calculated that the best
choice for us to make next is to include the action “Destroy Transformer Stations,” so it highlighted this action in
black as shown in Figure 3. This action is the one with the greatest estimate of increasing the probability of the goal
node. Then we, following CAT’s recommendation, included the action in the plan, and asked CAT to analyze the
causal model again. As shown in Fig. 4, including this action in the plan increases the minimum probability of the
goal node from 0% to 56%. At 90%, the node’s maximum probability is the same as before except for a 1% difference
due to random variation in CAT’s simulation. The reason for such an increase in the minimum probability of the goal
node is that 56% represents an estimate of the probability of the goal when the recommended action is included in the
plan, and the rest of the actions are excluded. The maximum probability of the goal does not change because it is the
probability of the goal when all of the actions are included in the plan.

At this point, we again requested a recommendation for what to do next. The iterative planning process continued
in this manner until we have made a decision for every actionable item. In the case we followed all of our system’s
recommendations, the result was a plan whose probability of success is as high as possible (i.e., both minimum and
maximum probabilities of the goal is about 90%), in which all of the actionable items are included. The entire process
took just a few minutes.

5 Related Work

In this section, we describe some of the knowledge systems that are designed to support coalition operations, and
compare their action-planning techniques with our approach using CAT. We also describe two knowledge-based sys-
tems (namely CYPRESS [14] and HICAP [11]) that were developed for generating courses of actions under certain
conditions of uncertainty. Although CYPRESS and HICAP are not originally designed for coalition operations, both
systems can easily be extended for that purpose.

The CADET system [4] is a knowledge-based tool planning tool that can automatically generate courses of actions
in coalition environments. The system is capable of modeling hetergeneous assets and tasks, coordinating team efforts,
and generating team action plans in adverserial environments. In that respect, CADET can be considered as a very
useful planning tool for coalition operations. An important difference between our approach with CAT and the CADET
system is that, to the best of our knowledge, CADET is not capable of performing probabilistic analyses of cause and
effect relationships between the events that may or may not occur during a coalition operation, and therefore, it is not
capable of reasoning about optimality in generation of the courses of actions.

[13] describes a knowledged-based system for forming coalitions in order to achieve the given objectives. This
system, called CPlanT, is an agent-based system in which the agents form alliances according to the information they
have about the world and the information they have about the other agents in the world. In this model, the agents prefer
to form coalitions within the particular alliances they are involved with, since allied agents know about each other, and
therefore, substantial communication overhead is avoided when the coalition is formed within the allience. Once a
coalition is formed, team-action planning is done by determining how each team member will contribute to achieving
the goals. This task is accomplished by a coordinator agent, which decomposes the goal into subgoals, creates a course
of action for each participant agent, and distributes these subgoals to the agents in a contract proposal.

The Coalition Agents Experiment (the CoAX Project) [1] also aims to design an agent-based system for coalition
operations. This project aims to provide a rapid integration of agent systems in order to improve interoperability
and support human situation awareness without going through a detailed planning process involving the participating
agents. Using this system, the human users can develop action plans in various levels of abstraction, and execute those
plans in the world. The system also includes agents that represent the other entities in the world other than the coalition
members. The behavior of these agents may have an influence on the action plan generated for the coalition members,
so the system allows for revising the generated plans, and deconfliction and adjustment of the revised plans via the
human users.

Other examples of the agent-based approaches for supporting coalition operations include [2, 3, 6, 7] and others. To
the best of our knowledge, one important issue in distributed agent-based computing for coalition operations is that the
substantial computation required for coordination and information sharing among the agents in a multi-agent system.
Our approach sidesteps this issue by requiring a single causal model to be built by the human experts for possible
actions of all potential participants of a coalition to achieve some objectives in the world. Like the CoAX project, our
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approach is a mixed-initiative technique; human experts are responsible and in control of making the decisions, and
our system helps them analyze the uncertainty in the world so that they can generate optimal or near-optimal plans.3

A difficulty in our approach might be a practical one: the causal models developed for real coalition operations
could be so huge as to incur too much computational overheadin CAT’s probabilistic analysis algorithms. Although
this was not the case in our preliminary experiments, the causal models in those examples were rather small. It will be
really interesting to test our system with real scenarios and real users, and we intend to do so in the near future.

We are also aware of two knowledge-based systems in which users can perform course-of-action planning in a
mixed-initiative way and under certain conditions of uncertainty. CYPRESS [14] is a domain-independent framework
for planning in dynamic and uncertain environments. The system is composed of several components responsible for
generative planning, reasoning about uncertainty, and plan execution. It is capable of performing both probabilistic and
possibilistic (fuzzy-logic based) uncertainty analyses. CYPRESS is similar to our approach in that it uses simulation
techniques to compute lower and upper bounds on probabilities. HICAP [11] is an interactive cased-based plan
authoring system developed for Noncombatant Evacuation Operations (NEOs). HICAP’s representation of cases
provides a way to reason about certain kinds of uncertainties, but not to reason about probabilities in the way our
approach does. CYPRESS and HICAP are not originally designed for coalition operations; however, they can be
easily extended to operate in distributed environments and generate courses of actions for coalition operations.

6 Conclusions

In this paper, we have described a new technique for interactive course-of-action planning under conditions of un-
certainty. Our approach is based on the use of CAT (Causal Analysis Tool). CAT was developed by the Air Force
Research Laboratory and is in use by a number of military organizations for creating and analyzing causal models.

To do planning in CAT, a user begins with a causal model of the domain in which some of the nodes represent
actionable items, and makes decisions about which actions to include in the plan and which not. One of the biggest
problems is the exponentially large number of combinations of actionable items: there are far too many of them for
users to analyze each one.

To provide a solution to this problem, we have developed a way to quickly compute estimates for the minimum and
maximum probabilities of success associated with a partial plan, and use these probabilities to make recommendations
about which actions should be included and excluded in order to produce a complete plan with an exponential reduction
in the amount of time required. We have implemented this approach in CAT. Our preliminary experiments with this
version of CAT showed that our approach looks promising: CAT generated recommendations that produced complete
plans with the highest possible probability of success.

We are currently performing an extensive theoretical and experimental analysis of our technique to determine its
strengths and its weaknesses. Furthermore, we also intend to extend the technique for reasoning about time. In that
respect, we already started extending our implementation in CAT to evaluate our preliminary ideas on probabilistic
planning with time. Our ultimate objective is to develop a comprehensive theory of planning with probabilities and
time.
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