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1 Introduction Reality: Results are not reproducible

PlanetLab is a research testbed that supports 428 expelanetLab was designed to subject network services to
ments on 276 sites, with 583 nodes in 30 countries. It hasl-world conditions, not to provide a controlled envi-
lowered the barrier to distributed experimentation in nebnment. By running a service for months or years, re-
work measurement, peer-to-peer networks, content dissgarchers should be able to identify trends and understand
bution, resource management, authentication, distributbd performance and reliability their service achieves. An
file systems, and many other areas. experiment that runs for an hour will reflect only the con-

PlanetLab did not become a useful network testbéifions of the network (and PlanetLab) during that hour.
overnight. It started as little more than a group of Linux Various aspects of a service can be meaningfully mea-
machines with a common password file, which scaledred by applying simple rules-of-thumb. Avoid heavily-
poorly and suffered under load. However, PlanetLab wiaaded times and nodes: CoMan [5] tracks and publishes
conceived as aavolvablesystem under the direction of ecurrent resource usage on each PlanetLab node. Secure
community of researchers. With their help, PlanetLab venore resources for your experiment from a brokerage ser-
sion 3.0 has since corrected many previous faults througbe (see Sectidn 3) if needed. Repeat experiments to gen-
virtualization and substantial performance isolation. Thégate statistically valid results. Finally, regard PlanetLab’s
paper is meant to guide those considering developinglgility to exercise a system in unintended ways, producing
network service or experiment on PlanetLab by separatexpected results, as a feature, not a bug.

ing widely-held myths from the realities of service and
experiment deployment. Reality: The network between PlanetLab sites does

Building and maintaining a testbed for the resear@ft represent the Intemet

community taught us lessons that may shape its contite testbed, no simulatof[[2], and no emulator is inher-
ued evolution and may generalize beyond PlanetLabdutly representative of the Internet. The challenges for
other systems. First, users do not always search out “bestearchers are to develop experiments that overcome this
practice” approaches: they expect the straightforward dipitation, perhaps by recruiting real users behind residen-
proach to work. Second, users rarely report failed afal access networks, or, failing that, to interpret results
tempts: we learned of the perceived shortcomings daking PlanetLab’s special network into account. The
scribed in this paper through conversations, not throughallenge for PlanetLab is to evolve so that this limitation
messages to the mailing lists. Third, frustration lingeris less severe, seeking new sites and new access links.

users hesitate to give another chance to a system that WgSignetlab’s network is dominated by global research
recently inadequate or difficult to use. These experiencgsy education network (GRENJ)[1] (Internet2 in the
are especially challenging for an evolvable system, whigfyjted States). However, commercial sites have joined
relies on user feedback to evolve so that more users ¢fnetLab and research sites have connected machines to
be supported by features they desire. DSL and cable modem links: 26 sites are purely on the

We organize the myths in decreasing order of veraciggmmercial Internet. The question is, how does Planet-
those that are realities in Sectiph 2, that were once tiugh’s network connectivity affect research?

in Sectior{ B, and those that are false if best practices argirst, some experiments are suitable for the GREN.
employed in Sectiop[4. We summarize the discussiond,ims that a new routing technique can find better routes
Sectior(b. than BGP are suspect if those better routes take advan-
.. tage of well-provisioned research networks that are not
2 Realities allowed by BGP policy. However, claims that a service
This section describes widely-cited criticisms of Planatan find the best available route might be accurate even
Lab that are entirely true, and are likely to remain so even the GREN: results obtained on the GREN are not nec-
as PlanetLab evolves. essarily tainted.



Second, services for off-PlanetLab users and netwgmessure is high; users now take greater care in configur-
measurement projects that send probes off-PlanetLab ivlg- programs that may have a heavy memory footprint to
serve the commercial Internet. Although most of Planetvoid having them killed, which in turn has reduced mem-
Lab is on the GREN, most machines also connect to thiey pressure for everyone. Finally, an OS upgrade enables
commercial network or are part of transit ASes. The Pladisk access via DMA, rather than programmed I/O, im-
etFlow auditing service [4] reports that PlanetLab nodpsoving performance when the node is swapping.
communicate with an average of 565,000 unique IP ad-Second, PlanetLab has two brokerage services, Sirius
dresses each day. PlanetSéer [10], which monitors T&RI Bellagio, that perform admission control to a pool of
connections between CoDeeN nodes at PlanetLab siesources. Researchers can use these services to receive
and Web clients/servers throughout the Internet, observadre than a “fair share” of the CPU, for fixed periods of
traffic traversing 10,090 ASes, including all tier-1 ISPsime, during periods of heavy load.

96% of the tier-2 ISPs, roughly 80% of the tier-3 and &py availability measurements.An experiment begun
ISPs, and even 43% of the tier-5 ISPs. Measurement $grrehruary 2005 supports the claim that PlanetLab has
vices like Scriptroute [7] can use the geographic diversiyticient CPU capacity. The experiment runs a spin-loop
of vantage points provided by PlanetLab to probe the Ign each PlanetLab node to sample the CPU available to a
ternet without being limited by the network topology besjice: pecause of PlanetLab’s fair share CPU scheduler,
tween PlanetLab nodes. this measurement is more accurate than standard tech-
Finally, it is sometimes not the topology of the GRENyjques such as the load metric reporteddsy . Figure[1
but the availability of its very high bandwidths and lowymmarizes seven months of CPU availability measure-
contention that calls results into question. Researchg{gnts. The three lines are the mediant*2%nd 10"
can, however, limit the bandwidth their slices consumgcentiles of the available CPU across all nodes. The
to emulate a lower bandwidth link, via user-space mech@zdian line shows that most nodes had at least 20% avail-
nisms (e.g., pacing the send rate) or by asking Planetlgfle: a slice on a typical PlanetLab node contends with
support to lower the slice’s outgoing bandwidth cap.  three to five other slices that are running processes non-
Reality: PlanetLab nodes are not representative of stop. The 28 percentile line generally stays above 10%,
peer-to-peer network nodes indicating that fewer than one-fourth of the nodes had less
Typically, this is a comment about the high-bandwidithan 10% free. A slice can get nearly 10% of the CPU on
network (see above). Sometimes it means that Planetladitnost any node.
is a managed infrastructure and not subject to the sam€PU time is also available immediately before confer-
churn as desktop systems. ence deadlines as well. For example, during the week be-
Although PlanetLab is not equivalent to a set of desfere the SIGCOMM deadline (February 1-8, 2005), 360
top machines—and it is not expected to scale to millioe§the 362 running nodes (99%) had at least 10% available
of machines—it can contribute to P2P services. A “se€@PU, averaged over the week; 328 of the 360 nodes (91%)
deployment” on PlanetLab would show the value of a ndvwad at least 20% available. These results show somewhat
service and encourage end-users to load the servicehigher availability than in Figurg]1. Some projects may
desktop machines. End System Multicast [3] instead udeye refrained from using PlanetLab to leave resources
PlanetLab nodes as the “super nodes” of a P2P netwakailable to those running last-minute experiments.
PlanetLab can contribute a core of stable, managed nodesstimates of available CPU using other metrics are less
to P2P systems. accurate. In Figurg]2, we show the median capacities
3 Myths that are no longer true (a) measured directly using spin loops, (b) estimated us-

i , ing the inverse of the load average (a load of 100 equals
Some who tried to use early versions of PlanetLab foup » CPU availability), and (c) estimated using the in-

challenges that are no longer so daunting because PIaU&Fée of the number of active slices (meaning slices with
Lab has evolved. a runnable thread). The top line, the spin-loop measured
Myth: PlanetLab is too heavily loaded capacity, is significantly higher. The Unix-reported load
Although PlanetLab may always be under-provisionexyerage is often misleading: the processors did have high
and load is especially high before conference deadlinksmd (sometimes exceeding 100), but the CPU available to
this perception is misleading in two ways. slices is much greater because although slices that spawn
First, upgrades to the OS better tolerate high CPU loadany processes increase the load average, their processes

memory consumption, and disk access load. CPU cyctesnpete only against each other for CPU. Likewise, not
are fairly distributed among slices rather than threadsak active slices use their entire quanta and so the active
slice with 100 threads receivéise sameCPU allocation slice count overestimates contention. The CoMon moni-
as a slice with just one. A daemon polices memory cotoring service now publishes the results of the spin-loop
sumption, killing slices that use too much when memotgsts to help users choose nodes by CPU availability.



user : kernel

Myth: PlanetLab cannot guarantee resources traceroute.c
Resource guarantees could not be given before vers?) gettimeofday(asend) netlcore.c
3.0. Schedulers are now available to make resource gui *"*°° >
antees, but PlanetLab does not yet have a policy ab
what slices should receive them. Typically, continuousl
running services on PlanetLab are robust to varying r¢ select(5s timeout) 4"
source availability (and have not asked for guarantees, qumeetay(@receive)
while short-term experiments have the option of using one

of the brokerage services (see previous item) to gain stigure 3: Approaches to packet round-trip timing: applica-
ficient capacity for the duration of a run. Once we haJi@ns can use gettimeofday before sending and after receiving;
enough experience to understand what policies shouldB% 1@ 1 R 8 et eran
associated \.Nlth guarantees, or Someone develops ah'(:igraware also may delay packets on transmission and receipt.
bust market in which users can acquire resources, resource

guarantees are likely to become commonplace. 1.0

4 Myths falsified by best practices 0.8 1
The following four myths about PlanetLab are not true if. 0.6
best practices are followed. Often these myths are caused g4 ]
by mismatches between the behavior of a single, unloaded P ‘
Linux workstation, and the behavior of a highly-shared, =~ { /& -/ b Feen S
network of PlanetLab-modified Linux nodes. The first 99~
three myths address problems using PlanetLab for net-
work measurement, the last, its potential for churn.

Myth: Load prevents accurate latency measurement

. . al
Because PlanetLab machines are loaded, no appllcaggﬁ
can expect that a call tgettimeofday/() right after

recv() will return the time when the packet was re; o kernel timestamps matter?To collect samples of
ceived by the machine. The PlanetLab kernel scheduter P ' P

(Sectior{ B) can isolate slices so that none are starve plication- and kernel-level timestamps, we modi-

CPU, but cannot ensure that any slice will be schedulé%d. traceroute to print the timestamps it collects via
. . L gettimeofday() , then ran traceroute and tcpdump in
immediately upon receiving a packet.

Using in-kernel timestamping features of Linux ne{garallel to gain kernel-level timestamps for the same pack-
9 Ping " . ets from 300 PlanetLab machines to three destinations,

work delay can be isolated from (most) processing delay: . . . .
When a machine receives a packet, the network devc%ée”eCtlng 40,000 samples for comparison. Figiye 3 il-

: ustrates where traceroute and the kernel annotate time-
sends an interrupt to the processor so that the kernel C?n
L . stamps.
pull the packet from the device’s queue. Atthe pomtwhenI Fi h the diff bet
Linux accepts the packet from the device driver, it anno- n Figure [}, we show the differences between

tates the buffer with the current tifle The kernel will application- and kernel-captured timestamps when send-

return control to the current process for the remainder'Bf probes and receiving responses.  Although the time

its quantum, but this timestamp is kept in the kernel alﬁ)gthe{g?;tlme?fdaz(()j , "’?n? W_her|1| the pﬁcket is de-
made available in at least three ways: Ivered to the network device is typically small (1.8 me-

1. The SIOCGSTAMP ioctl called after reading éhan, 84us mean), the time after the packet is received is

packet. Ping uses this ioctl, but Linux kernel Comypically larger and more variable (7#& median, 78gis
ments 'suggest the call is Lin,ux-specific mean). The larger median may represent the cost of the

2. The SQTIMESTAMP socket option combined with e"mediate system calls: in traceroute, isaect()
- . . . that returns when the response packet is received. How-
recvmsg() : ancillary data includes a timestamp,
ever, that 4% of samples are above 1 ms suggests con-

The Spruce [8] receiver code uses this method, which . . .
. . . . ntion with other active processes. Further, the smallest
was introduced in BSD and is supported by Linux. [f,

. ) % of samples between 20—38 suggests that tools that
is not widely documented, but can be run as a nof- - o
ilter for the minimum round trip time, such as pathchar,
root user. . : . will have difficulty: 97% of the packets will not observe
3. The library behind tcpdump, libpcap. This may be . . : . :
; S minimal delay in receive processing.
the most portable, but requires root, which is easy on
. Measurement tools downloaded from research Web
PlanetLabSentpackets are also timestamped [9]. )
pages may not use kernel-level techniques to measure

1See: linux/net/core/dev.c:netik(). packet timings; their results should be held with skepti-
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driver
hardware
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Figure 4: A cumulative distribution of the differences between
lication-level timestamps and kernel-level timestamps when
ding (left) or receiving (right) in microseconds.




cism until their methods are understood. with measurement traffic, and probing a single target machine from
Myth: Load t di - ket trai many PlanetLab nodes.
; revents sending preci rain R . .

) i e ; ’ p ecise packe rans This policy is a result of experience with network mea-
Sending packets at precise times, as needed by Sevgi@bments on PlanetLab, and is designed to prevent net-
tools that measure available bandwidth, is more difficult,o ik abuse reports of the form “PlanetLab is attacking
If the process is willing to discard measurements Wh&ig, machine” Here we elaborate on steps to conduct re-
the desired sending times were not achieved or when cgfpnsiple Internet measurement on PlanetLab. The goal
trol of the processor is lost, then sending rate-paced dgfdnese practices is to make network measurements as
on PlanetLab simply requires more attempts than on Whsy to support as possible by building a list of hosts that
e e “opt-out” of measurement without growing the list of Pla-

~ To determine how CPU load impairs precise senfeti ab sites that have asked to “opt-out” of hosting mea-
ing, we measure how often we can send precisely-spaggfement experiments.

packets in a train. Sent trains consist of eleven packefSy; caly and start slow. Do not use PlanetLab to send
spaced either by 1 ms, to test spin-waiting, or 11 ms, Q. you would not send from your workstation. Use a
test sleep-based waiting using thanosleep()  sys- 5 cnine at your site first to discover any problems with
tem call (via theusleep()  library call). We show hqwe(our tool before causing network-wide disruption. Mea-
often the desired gaps were achieved for 1 ms gaps in dfrements from PlanetLab can appear to be a distributed
ure[$ and 11 ms gaps in Figre 6. In all measuremenggy ;| of service attack: starting with a few nodes can
10 gaps are used, and we measure how often the 9apga{i# how many sites receive abuse reports. Some intru-
within 3% of the target either for all 10 gaps or for any g, getection systems generate automatic abuse reports;
consecutive gaps. an abuse report to every PlanetLab host is best avoided.
For both tests, at least five consecutive gaps have the deghare has bugs, and bugs can cause measurements
sired intervals in 80-90% of the trains. For the 11 ms teg{,pe more intrusive than necessary. Bugs that have made
all 10 gaps had the correct timing 60—~70% of the timgyanetl ab-supported tools unnecessarily intrusive include
The 1 ms test did not fare as well: all 10 gaps met they,;iry checksum computation in a lightweight traceroute
target times in only 20-40% of the trains. For the shortgfslementation and a reaction to unreachable hosts that
(5-gap) chirp trains, the results are quite good: Sendi”g&ﬁicted a great deal of redundant measurement toward

packets is sufficient to discard less than 20% of the M&ga same router. Such errors could have been detected
surements. For longer chirp trains, two to five times @ore deployment with local testing.

many probes may have to be sent, which may be tolerablg:ep g correctly-implemented tool may require local

for many experiments. testing, because very little experimental data guides non-
Mechanisms for negotiating temporarily longer timgtrusive measurement tool design: are TCP ACKs less
slices, or even delegating packet transmission scheduliiggly to raise alarms than SYNs? Should traceroute not
to the kernel, are being discussed. The latter might adcrement the UDP destination port to avoid appearing as
dress another source of concern for measurement expghort scan? How many probes are needed to distinguish
iments: the packet scheduler used to cap bandwidth %@sy links from unreachable hosts?
fairly share bandwidth among slices. The timestamps onstarting slow could have avoided abuse report flurries
sent packets that a process can observe with libpcap jararch and October 2005. An experiment with an
accurate—the kernel timestamps packatsr they pass jmplementation flaw generated 19 abuse reports from as
through the packet scheduler—and so can still be usedﬁgny sites, half on the first day, March 15. The experi-
discard bad results. However, the scheduler does limit #a@nt ran for only 21 hours before being shut down, but
kinds of trains that can be sent: it enforces a per-slice G&Ports continued in for two weeks. A carefully-designed
of 10 Mbps with a maximum burst size of 30KB. Longegxperiment in October tickled two remote firewalls and

trains sent at a faster rate are not permitted. a local intrusion detection system for a total of 10 abuse
Myth: The PlanetLab AUP makes it unsuitable for eports forwarded to PlanetLab support. The automated
measurement responses from remote firewalls may have been avoided

by local testing of the destination address list. Many more

_ _ abuse reports were likely generated by the automated sys-
PlanetLab is designed to support network measurement experlFemS, but discarded by recipients as frivolous as they re-
ments that purposely probe the Internet. However, we expect al

users to adhere to widely-accepted standards of network etiquett@0rted a single ICMP echo request (ping) as an attack.
in an z_affort to minimize c_omplaints from network adnjinistrators_. Alert PlanetLab support. Update your slice description
Actlvme_s that have been interpreted as worm _and denlal—of—sewlcsﬁnd send a message to PlanetLab support detailing your
attacks in the past (and should be avoided) include sending SY . e . .

packets to port 80 on random machines, probing random IP agintended measurement, how to identify its traffic, and

dresses, repeatedly pinging routers, overloading bottleneck linkavhat you've done to try to avoid problems. First, sending

The PlanetLab user Acceptable Use Policy [6] states:



such a message shows that you, as an experimenter,Je-Summary

lieve you have put sufficient effort into avoiding abuse rén this paper, we described realities of the PlanetLab plat-
ports. Second, describing your approach gives Planetlfglm: it is not representative of the Internet or of peer-
staff and other interested people the chance to commgnpeer networks, and results are not always reproducible.
upon your design. Finally, knowing the research goalge then described myths that linger despite being fixed:
and methods can save PlanetLab staff time and ensuPisetLab’s notoriously high load poses less of a problem
prompt response to abuse reports. today than it once did because there are resource broker-

Use Scriptroute. Scriptroute separates measuremef@€ services and the operating system has been upgraded
logic from low-level details of measurement execution. 1@ isolate experiments. Finally, we described challenges
will prevent contacting hosts that have complained abdlift can often be addressed by following some best prac-
traffic, can prevent inadvertently invalid packets that trigices. PlanetLab is capable of substantial network mea-
ger intrusion detection systems, will limit the rate of trafurement, despite technical challenges in precise timing
fic sent, collects timestamps from libpcap, and schedufdd social challenges in avoiding abuse complaints. In

probes using a hybrid between sleeping and busy-waiti@§dition, many PlanetLab machines may fail or be down

Curtail ambition. It is tempting to demonstrate imple—at any time; being prepared for this churn is a challenge

mentation skill by running a measurement study froFﬁr expr(]enme_ntirs. . hi lity will mak
everywherdo everywhergusing many packets for accu- | Ourhop;e IS that se;()jafrlatlng Tytl rom rsa Ity i ma|1 €
racy, and using TCP SYN packets to increase the chafic&" the features an aws o PlanetLab as an evo ving
of discovering properties of networks behind ﬁrewallsn.asearch platform, enab_lmg researchers t_o choose the right
latform for their experiments and warning them of the

Resist! Aggressive measurement increases its cost cﬁallen es PlanetLab imolies
only a marginal benefit to the authority of your result. 9 plies.
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Figure 1: Available CPU across PlanetLab nodes. Median percentage available CPU is red (upparpr&@mtile is green
(middle), and 18" is blue (lower).
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Figure 2: Median available CPU measurements using spin loops (blue, upper), load average (green, middle), and number of active
slices (red, typically lowest).
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Figure 5: Timing statistics for 1 ms (spin-based) chirp trainskFigure 6: Timing statistics for 11 ms (sleep-based) chirp trains.
The green (upper) line indicates at least 5 consecutive gaps nTdte green (upper) line indicates at least 5 consecutive gaps met
the target timings, while the blue (lower) line indicates all gapshe target timings, while the blue (lower) line indicates all gaps

met the target. met the target.
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Figure 7: Median uptime in days across all PlanetLab nodes.



	Introduction
	Realities
	Myths that are no longer true
	Myths falsified by best practices
	Summary

