Project 5: GeekOS File System 2

1 Overview

The purpose of this project is to add a writable filesystem, GFS2, to GeekOS. Unlike the existing
PFAT, GFS2 includes directories, inodes, direntries, etc. The new filesystem will reside on the
second IDE disk drive in the emulator. The PFAT drive will continue to hold user programs while
you format and test your implementation of GFS2.

1.1 VFS Introduction

Since GeekOS will have two types of filesystems (PFAT and GFS2), it will have a virtual filesystem
layer (VFS) to direct requests to an appropriate filesystem (see figure below). We have provided
an implementation of the VFS layer in the file vfs.c. The VFS layer will call the appropriate GFS2
routines when a file operation refers to a file in GFS2.
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The implementation of PFAT is in pfat.c. You will implement GFS2 in gfs2.c and relevant
system calls in syscall.c.

VFS picks the functions to call based on supplied structures containing function pointers, one
for each operation. For example, see Init_PFAT in pfat.c: this initializes the PFAT filesystem with
VES by passing it a pointer to s_pfatFilesystemOps, a structure that contains function pointers to
PFAT routines for mounting (and formatting) a filesystem. Other PFAT functions are stored in
different structures (e.g., look at the PFAT_Open routine, which passes the gs_pfatFileOps structure
to VFS). You will analogously use s_gfs2FilesystemOps, s_gfs2MountPointOps, s_gfs2DirOps, and
s_gfs2FileOps in gfs2.c. You should also add a call to Init_GFS2 provided in gfs2.c to main.c to



register the GFS2 filesystem. In general, use the PFAT implementation as your guide to interfacing
GFS2 with VFS.

1.2 GFS2 Filesystem Data
1.2.1 Superblock (gfs2_superblock)

magic: 0x47465332
version: 0x00000100

block_size
512, 1024, 4096

blocks_per_disk

block_with_inode_zero

number_of_inodes

replica_superblock_addresses

The superblock contains the file system parameters and is used by the kernel to load and in-
terpret the filesystem. It must be stored at byte offset 1024 (NOT block offset). You can expect
it to be there on mount. If it’s not there, the file system is broken and would have to be re-
paired before being mounted. The magic number and version should be set as shown above. The
replica_superblock_addresses field will not be used for this project.

1.2.2 Primitive types

Both primitive types are unsigned integers; the separate data type is meant to ease type checking.

gfs2_blocknum The number of the block (not sector) on disk. Blocks are of size 512, 1024 or 4096
bytes depending on the disk image (see superblock).

gfs2_inodenum The number of the inode (not the block containing the inode). There are a fixed
number of inodes, and thus possible files and directories, in a given disk image.
1.2.3 Inode (gfs2_inode)

Inodes are data structures that store information about a file or directory on the filesystem. These
will be stored in a contiguous array whose starting block is given in the superblock.
Their structure in GFS2 is as follows:

inode number | file size type reference count mode direct blocks | indirect block
four bytes four bytes | one byte one byte two bytes J ‘ ‘ four bytes
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Figure note: I show ten blocks; the number of indirect blocks that can be addressed (and thus
the maximum size of any file) depends on the size of the block.

The inode number is implied by location, but is specified explicitly as well. This is set to the
current inode if the inode is in use, otherwise it is used to point to the next free inode in the list.
The size of the inode is constrained so that an even number of inodes fit into each block (inodes
won’t span blocks). Consider reading this paragraph a second time - the free inodes list is an
optimization to avoid a linear search through the inode array, and uses the inode number in an
inode to indicate the next free inode in the list.

The type can be either:

GFS2_DIRECTORY It’s a directory. It won’t be read or written directly by applications.
GFS2_FILE It’s a file.

The reference count should be zero in an unused inode. The mode specifies permissions and
can be ignored for this project. Each inode stores direct blocks as well as an indirect block. The
direct block array is a list of GFS_DIRECT_BLOCKS (in this case, 4) gfs2_blocknums. These block
numbers point to up to the first four blocks of the file or directory, where the data is stored. If a
file or directory requires more than 4 blocks (as determined by the file size), then a separate block
is allocated which stores a list of more data block numbers.

1.2.4 Dirent (gfs2_dirent)

Dirents are data structures used to store the contents of a directory. This is stored in the data
blocks of a GFS2_DIRECTORY’s inode.

inode number | entry_size | name_length file or directory name Padding inode number | entry_size | name_length file or directory name

four bytes one byte one byte variable length up to 250 | 1 to 3 bytes four bytes one byte one byte variable length up to 250 | 1 to 3 bytes

Figure caveat: the lengths are sizes, not pointers and the alignment padding isn’t explicit.

Directories are files consisting of appended records of type gfs2_dirent. Because of the file/directory
name field, gfs2_dirents will have a variable size (generally NOT equal to sizeof(struct gfs2_dirent)),
ranging from 8 - 256 bytes. It is a required that the size be a multiple of 4. To calculate the size
for a new dirent, round 4 + 2 4 name_length to the nearest multiple of four.

The entry_size field is used to jump from one adjacent dirent to the next. However, dirents
should not be split across blocks, so there may be a gap between the last dirent and the end of the
block. You will need to think about how to handle this situation, your filesystem must somehow
“know” to move on to the next block. (The obvious solution will not work for all cases, remember
entry_size is only a 1 byte number).

Note that the file/directory names will not be null terminated - use the name_length when
performing string operations.

You will have to support deletion of dirents. Rather than rewriting the entire directory, which
could be a costly operation, leave the dirent in place, and figure out a way to indicate to your
filesystem that the dirent has been removed. Note that this scheme is imperfect as it permanently
reduces the capacity of the directory, however it is fast, and will be sufficient for this project.

When creating a directory, it is not entirely empty. Each directory has both ’.” and ’..” entries.
The root directory will be assigned to inode 1, and will have contents:



01 00 00 00 04 01 2e 00
01 00 00 00 04 02 2e 2e

Recall that our machines are little-endian, and therefore the inode number 1 is stored as 01 00
00 00.

1.2.5 Free Blocks Bitmap

Track free disk blocks using a bitmap. A library called bitset is provided (see bitset.h and bitset.c)
that manages a set of bits and provides functions to find bits that are 0, which correspond to free
disk blocks.

The free disk blocks map is stored within the file system using inode 2. On format, create this
file, filled with ones for every block in use, i.e. those allocated to the inode array, for the block
consumed by the root directory, for the block(s) containing the bitmap, and for the block containing
the superblock. In addition, mark block 0 as in use; similar to leaving the NULL page unmapped,
you may find it useful later on to have an invalid block number.

1.3 Buffer Cache

The buffer cache allows you to keep recently-accessed blocks in memory for a while (for example,
the inode for a directory), and hold in-progress modifications to blocks until all the writes to that
block are done and can be committed back.

Each buffer in the cache has a block number (the backing store block number), the buffer in
memory, and two flags:

in use Don’t touch it, it’s in use. Some thread is reading from it or writing to it. Or it’s going to
disk. The flag is set when you Get_FS_Buffer(), and cleared when you Release_FS_Buffer().
(Releasing doesn’t remove the buffer from cache, it just marks it not in use.) If the flag has
been set when Get_FS_Buffer() is called, you’ll block, so pretend it is a lock acquisition.

dirty It has been modified. Mark a buffer dirty using Modify_FS_Buffer(). The buffer cache will
take care of eventually writing the block back to disk, in whatever order it chooses.

Call Create_FS_Buffer_Cache() to make a new buffer cache for the device; it is given a block size
at creation time.

The buffer cache contains the most recent modifications to the disk data which is updated
sporadically. If synchronization is required, call Sync_FS_Buffer() to push back specific blocks, and
Sync_FS_Buffer_Cache() to push them all back. In Geekos the file data must be synchronized after
the shell exits before Hardware_Shutdown().

1.4 Part 1: Format

You will implement the code for format outside geekos, using src/tools/gfs2f.c. The gfs2f tool will
function much like the buildFat.c tool that packages your user code and pagefile into diskc.img.
Your gfs2f must take the following options:

output file name Obvious. Create if it doesn’t exist. Overwrite if it does.
block size Your format tool must support block sizes of 512, 1024, and 4096 bytes.

number of blocks Your format tool must be able to construct filesystems of at least 100 MB.



Inode balance: The number of inodes in a disk image is fixed. We need to clearly specify this to
predict how much free space is on disk and how many files our filesystem will support. The number
of inodes should be computed so that there are no more than 10 blocks per inode. Take the number
of blocks, divide by ten, round up to determine the minimum number of inodes. Then we divide
this minimum number of inodes by the number of inodes that will fit in a block and round up to
determine how many blocks will be used by that minimum number of inodes. Finally, the number
of inodes in the system will be the number that fill that many blocks.

[num blocks
10 N block size
block size inode size

inode size

num inodes=|

Key steps:
e Write the superblock at byte location 1024.

e Create the inode array. Inode 0 marks the end of the inode linked list and will not be used.
Inode 1 will contain the root directory “/”. Mark its ref count as 1 and assign one direct
block with the contents discussed above. Inode 2 contains the free blocks bitmap. Assign
direct blocks as needed and initialize accordingly.

e Initialize all the other inodes. For inode 3..n, make the self inode pointer i+1, until for inode
n it is zero. Ensure each of the unused inodes has reference count zero.

Hints:

e Although you could create a file and use fwrite and fseek to modify its contents, a simpler
solution would be to create the file in memory first, then dump the contents into a file at the
end.

e Determine the free blocks bitmap ahead of time. Inodes make blocks be not free.

e Implement dirent manipulation routines so that you can re-use them. Be sure you understand
struct gfs2_dirent and why sizeof(struct gfs2_dirent) is likely useless.

e The resulting file must be readable (use 0664 as the third parameter to open()).

e You can assume the block size parameter will be large enough to support the initial block
allocation needs.

A sample image has been included in your build directory as example.img. A reasonable tool
to use is “hexdump -C example.img”

Makefile.common is currently calling gfs2f in order to create the file gfs-1024x2048.img. The
first number is the block size and the second is the number of blocks. If you wish to test using
other sizes, modify the ALL_TARGETS variable.



1.5 Part 2: Mount and Read Functions

The mount system call allows you to associate a filesystem with a place in the file name hierarchy.
The Mount call is implemented as part of the VFS code we supply (see Mount function in vfs.c);
you will implement your Init_GFS2 function so that VFS’s mount code will call your function
GFS2_Mount() in gfs2.c. Among other things, it must ensure that the filesystem being mounted is
GFS2.

Open files are tracked by the kernel using a struct File. Each user space process will have an
associated file descriptor table that records which files the process can currently read and write. A
user process can have up to USER-MAX_FILES files open at once. The file descriptor table is im-
plemented as a struct File *file_descriptor_table[USER_MAX_FILES] array in struct User_Context.
Not all the entries in the file descriptor table are necessarily open files, since usually a process has
less than USER_MAX_FILES files open at once. If fileList[i] is NULL, it represents a free slot (file
descriptor is not used). This descriptor will be filled out by the code in VFS; e.g., see Open in
vfs.h, whose pFile argument is a pointer to a free slot in the table.

From the list of system calls below, implement all functionality for reading. Open (without
the create option), Open_Directory, Close, Read, Readentry, Stat, FStat, Seek. ” All functionality”
includes the implementation of these functions for GFS2 in src/geekos/gfs2.c. (The syscalls are
nearly trivial, since most of the work is done for you in vfs.c, and most are implemented for you.
Some implementations may not be correct for this assignment, since they are based on another file
system design having a different specification.)

Modify Makefile.linux (if not done for you) so that the second ide disk is tied to an image you
formatted in part 1. (Add 7-hdb gfs-1024x2048.img” to the qemu line, for example.)

1.6 Part 3: Write Functions

Implement the rest: the create option to open, delete, write, create_directory, sync. Deletion should
release the blocks to be reused by another file.

1.7 New System Calls

You will implement new system calls as described below. The semantics are very similar to the
UNIX file system. Some notes:

e All user-supplied pointers (e.g., strings, buffers) must be checked for validity.

e Some checks are already done by vfs.c.

Mount Takes a device name (“idel”) to be mounted at a prefix (“/d”) with a given file system
type (“gfs2”). ENOMEM on a failure to allocate memory. EINVALIDFS if not a gfs2 file
system. ENAMETOOLONG, ENOFILESYS handled by vfs.

Your GFS2 Mount function should not ”validate” the filesystem settings except for magic
and version fields, and that block size is support-able (a multiple of 512, or 512/1024/4096
at least). Other items, e.g., the number and start location of inodes and the total number of
blocks, should be trusted even if your formatter would not generate those values.

Open Takes a path and a mode, returning a file descriptor. ENOMEM on a failure to allocate
memory. EINVALID if user arguments are incorrect, e.g., bad flags. ENAMETOOLONG if



the filename is longer than 1024 bytes. EMFILE if no more file descriptors. ENOTFOUND
if the file does not exist and O_CREATE was not given, or if the containing director does not
already exist. Use Allocate_File in vfs.c to get a File. The permissions values are flags that
may be or’ed together in a call, e.g., (O_.CREATE — O_READ — O_WRITE)

Open_Directory See Open, except return ENOTDIR if called with the name of a file.
Close EINVALID if fd out of range.

Delete Takes a path. ENOTFOUND if the path is already absent. EACCESS if path is a non-
empty directory.

Read Acts as unix read(). Returns EACCESS if file was not opened for reading. EINVALID if
fd out of range, ENOMEM if no memory, ENOTFOUND if the file descriptor has not been
opened or has been closed. It’s fine to return fewer bytes than asked for, for example, when
near the end of the file. Be sure to advance the file position.

Read_Entry Returns 0 for a valid entry. Returns VFS_NO_MORE_DIR_ENTRIES when all en-
tries have been read. (Note: this return convention (zero on something read) is inconsistent
with the convention for Read (zero on EOF).) Error codes as described for read.

Write Acts as unix write. Error codes as described for Read() above, with obvious edits. If current
file position is beyond the end of the file, Write should allocate only the necessary blocks for
the write, leaving the file sparse.

Stat Similar errors as Open (except EMFILE). VFS_File_Stat is defined in fileio.h

FStat Similar errors as Read. FStat fills in the stat structure given a file descriptor rather than a
path name as in Stat.

Seek Similar errors as Read. Acts as unix seek, assuming SEEK_SET, that is, an absolute position
is the offset. The behavior of seek() on gfs2 directories shall be undefined; the behavior of
readdir after seek equally undefined. (Undefined means do what you want; I don’t want to

specify.)

Create_Directory Similar errors as Open. Should NOT create directories recursively; e.g. Cre-
ateDirectory(”/d/d1/d2/d3/d4”), should fail if /d/d1/d2/d3 does not exist.

Sync Forces any outstanding operations to be written to disk. That is, flush dirty buffers in the
buffer cache to disk.

Format Do not implement. (Other file systems in 412 may implement Format as a system call,
which permits quick testing but is otherwise atypical.)

2 Testing and Requirements

2.1 Requirements

Here are some must do’s for the project:



e Make sure your Mount() works well, so that we can test your project. If we cannot Mount()
a GFS2, we cannot grade your project. Do not refuse to mount our valid image.

e You might also want to mount /d to idel automatically in main() to speed up your testing,
but the code you submit SHOULD NOT mount /d automatically.

You do not need to consider: situations where two processes have the same file open, situations
where one process opens the same file twice without closing it in between, or interactions with fork.

2.2 Testing

Finally, in src/user there are some programs that can be used to test your file management system
calls: cp.c, Is.c, mkdir.c, mount.c, gfs2tst2.c, touch.c, type.c.

Most of the submit server tests are based on gfs2tst2.c. Any point values configured in gfs2tst2
are not necessarily used on submit.
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