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Abstract— We present an empirical, i.e, measurement-
based, characterization of the instantaneous throughput of
a station in an 802.11b WLAN as a function of the number
of competing stations sharing the access point. Our method-
ology isapplicableto practically any wirelessMAC protocol.
Our findings show that asthe number of stationsincreases,
the overall throughput decreases and itsvariance increases.
Furthermore, the per-station performance depends signifi-
cantly on thewireless card implementation and does not de-
pend as much on the station’s processing capacity.

I. INTRODUCTION

Wireless LANs (WLAN) are being rapidly deployed as
a solution for mobile last-hop connectivity. The IEEE
802.11b [9] standard, allowing for transmission speeds
upto 11Mbps in the 2.4GHz ISM band, has been imple-
mented by many vendors. An accurate model of the attain-
ablethroughputsin such WLANSsisneeded to facilitate ca-
pacity planning and network deployment.

We present an empirical, i.e., measurement-based, char-
acterization of the instantaneous throughput of a stationin
an 802.11b WLAN as afunction of the number of compet-
ing stationssharing an (AP) access point. We call thischar-
acterization a profile. The profile, once obtained, has vari-
ous uses. to quantify the performance available to a user,
to identify problems in wireless cards and their drivers,
to compute the performance of applications running over
WLANS, and so on.

Our measurements were done by sniffing the medium,
rather than instrumenting the hosts or access points. This
ensures that there is no instrumentation overhead or arti-
facts. It accounts for the quirks of the wireless cards and
drivers. It makes the profiling methodology applicable to
practically any wirelessMAC protocol and independent of
the hosts and access points.

We study the performance of an 802.11b WLAN BSS
(Basic Service Set) in the infrastructure mode, i.e, when
anumber of stations are associated with asingle AP. Pre-
vious works [5], [6], [8], [11], [12] have characterized
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the performance of 802.11 networks through analytical
methods and simulations. Existing measurement studies
[13] measure the performance of transport protocols over
2Mbps 2.4GHz FHSS pure CSMA/CA WavelL AN sys-
tem, which predates 802.11b. Reference [4] measures the
throughput available on one wireless link between two
APs operating a 2Mbps. A measurement study which
characterizes user behaviour in public 802.11 WLANsand
itsimpact on network performance has been reported [3].
However, to the best of our knowledge, there exists no
work which actively measures the attained throughput in
802.11b WLANS with many stations.

A. ecific Results

« The maximum overall throughput of an 802.11b WLAN
in our experiments is about 6.45834 Mpbs with a stan-
dard deviation of 0.02649 Mbps for a single station. This
throughput is at the lowest level and includes the 802.11
layer headers. The corresponding goodput (application
level throughput) is6.205 Mbpswith adeviation of 0.0248
Mbps. As the number of stations increases, the through-
put fall sand the standard deviationincreases. For example,
with 5 stations, the overall throughput reduces to 5.74568
Mbps and the deviation increases to 0.540433 Mbps.

Our experiments validate the resultsreported in [5], which
analyzed |EEE 802.11 operation under various assump-
tions such as time-independent modeling, geometrically
distributed packet size, etc. Those results also showed that
the| EEE 802.11 standard operates at rates|ower than athe-
oretically possible 7.2754 Mbps.

» The maximum instantaneous throughput attained by a
machine in the ad-hoc mode was 6.3204 Mbps with a de-
viation of 0.02677 Mbps.

« Furthermore, the per-station performance depends sig-
nificantly on thewirelesscard implementati on and does not
depend as much on the processing capacity of end hosts.

B. Roadmap

Section Il describesthe profilefor 802.11b and itsappli-
cations. Section 11 describes our experimental setup. Sec-



tion 1V describesour validation of thethroughput measure-
ments. Section V examines the performance drop caused
by varying hardware. Section VI concludes.

Il. PROFILE OF 802.11B

A profile characterizes the relationship between instan-
taneous metrics of a system. Typically, the systems of in-
terest aretoo complex for the profilesto be anal ytically ob-
tained. Simulation methods do not capture real world id-
iosyncracies. So, we focus on obtaining profiles empiri-
cally by exercising the system in various regimes, collect-
ing traces, and analyzing them. Empirical TCP profiles
[10], characterizing the instantaneous throughput of TCP
asafunction of instantaneous RTT and instantaneous| oss-
rate, have been used to computethe performance of TCP/IP
networks.

We have obtained a profile for 802.11b WLANS, ex-
pressing the instantaneousthroughput attained by a station
inan 802.11b WLAN as a function of the number of com-
peting stations using the same channel, when all stations
send data as fast as possible. Let N be the number of sta-
tionsintheWLAN’sAPcell. Let B( V) denotethe overall
throughput for N stations, i.e., the sum of the per-station
throughputs Our findings show that (1) as N increases,
B(N) decresses and its variance increases, and (2) thein-
stantaneous throughput attained by a singlestationis clus-
tered around B(N )/N.

A. Processing traces and profile computation

Given aWLAN access point with N associated stations
sending data as fast as possible, a sniffer collects a trace
of the 802.11b packets transmitted along with thetime in-
stants they were transmitted. From thistrace, we compute
a set of instantaneous throughputs, both overall and per-
station, at various pointsin time.

The usua way to define the instantaneous overdl
throughput at time ¢ is K/T where K is the number of
packets transmitted over the medium in the time interval
[t,t + T] and T is a specified duration (of the order of a
second or smaller). Similarly, the instantaneous through-
put of astation at timet is obtained by using the number of
packets sent by that station over [¢,¢ 4+ T']. However, this
definition becomes problematic when a packet startstrans-
mission but does not finish within theinterval.

We solve this problem by computing the instantaneous
throughput based on the time duration needed to transmit a
fixed number of packets. So, if a packet transmission starts
attimet and K — 1 packets are transmitted after that, with
the transmission of the /'th packet ending at time s, then
the instantaneousoverall throughput at time ¢ is defined to
be K divided by s —¢. For the instantaneousthroughput of

Machine | Max Throughput | Deviation
Mbps Mbps
madras 6.45834 0.026909
delhi 6.33004 0.0148434
caro 6.3097 0.03173
ouzo 6.2190 0.0314
bombay 6.25208 0.288062
TABLE

MAXIMUM THROUGHPUTS
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Fig. 1. Throughput with increasing number of stations

a particular station at time ¢, we simply replace K by K,
where K; isthe number of packets sent by the station out
of those K packets.

We process the traces to obtain B( N, t) sampled at var-
ious pointsin time. We varied K, the number of packets
over which we computed the instantaneous throughputs,
and, asexpected, found that as K increasesthedeviation of
all the sample throughputs decreases. We chose K = 500
packets which gives a deviation of about 3.9% from the
mean in typical experiments. The results for throughputs
attained by single stations are shown in table |. The ac-
tual configuration of the machines is described in section
Il and summarised in table Il. A typica variation of in-
stantaneous throughput of a single machine (madras) with
timeis shownin figure 2.

We repeated the same experiment with many stations.
All stations were programmed to send as fast as possible.
We show the effect of increasing the number of sending
stations on the overal throughput in figure 1. We com-
puted the throughputs over increasing values of K. As K
increases, the deviation of the overall throughput reduces
due to averaging over longer intervals.

All points of form < V;,T; >, where V; is a sam-



Instantaneous throughput of madras (Linux-Pentiumill)
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Fig. 2. Instantaneous throughput vs. time for madras (Linux-
Pentiumll1l)
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Fig. 3. Profile of 802.11b computed over K = 500

ple value of instantaneous overal throughput and 7; is
the corresponding instantaneousthroughput of one station,
are plotted in the same figure to generate the profile. The
profile points are in packets/sec, where each packet has a
UDP payload of 1472 bytes and asize of 1532 bytes aong
with the 802.11 headers (therationalefor thischoiceis ex-
plainedinsection|ll). Inorder to distinguishbetween clus-
ters, we draw theoutlinesof the clustersinstead of theclus-
ters themselves.

Figure 3 shows the profile for the number of stations NV
varying from two through ten computed over K = 500
packets. Figure 4 shows the profile for the number of sta-
tions V varying from three through nine computed over
K = 10000 packets. Figure 5 shows the actual clusters
for N =3, N =7,and N = 9 computed over K = 500.

The clustersfor K = 10000 are more concentrated as
the throughputs over longer time periods would vary less,
while short term throughputs have higher variance.
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Fig. 4. Profile of 802.11b computed over X' = 10000
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B. Discussion of observations

When all stationsin a802.11b WLAN try to send as fast
as possible, each station gets an instantaneous throughput
withinacluster of pointsaround B(N)/N. Thereasonfor
such a behaviour isthe ability of the 802.11b MAC to dis-
tribute bandwidth almost evenly on an average. The vari-
ation in the instantaneous throughput for the same back-
ground traffic suggests that the distribution of bandwidth
could be unfair inthe short term as has been reported in the
literature[7].

As N increases, the overall throughput decreasesand the
spread of a cluster increases significantly (dueto the effect
of collisionsand backoffs).

C. Applicationsof the Profile

Given the number of active stations, the profile imme-
diately yields the minimum throughput per-station. Thisis
because any workload issubsumed by our workload, where
all stations send as fast as they can. The profile can be
used to evaluate different proposed or implemented MAC
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Fig. 6. Network Topology

protocols. Thisis genera enough to be applicable to most
CSMA/CA media access methods (where throughput de-
pends not only on the background traffic but the number of
sources that generate the traffic also) as we have not made
any specific assumptions about the MAC protocol to be
measured.

Profiles can be used to model thoughput attained by dif-
ferent transports when source stations send at a rate less
than the maximum (typically dueto some higher-level con-
trol like TCP congestion control).

I11. INFRASTRUCTURE USED FOR EXPERIMENTS

The network topology is shown in figure 6. Upto 14
wirel ess stationswere associated with the AP, Both the AP
and amachine called sink are connected to a100Mbps eth-
ernet switch. There was no other station connected to the
switch. The wireless stations are the traffic sources and
sink executesthe sink program, whichreceives all the data
sent.

A. Sations, Cards, AP

We used ninelaptopsand five Compag | PAQsfor our ex-
periments. Thelaptopsranged rangingin processing speed
from Pentium-4 1.2GHz through Pentium 166 MHz with
main memory ranging from 256Mb to 64Mb. The IPAQs
had a 200MHz Intel StrongArm processor and main mem-
ory of 32Mb. Themachinesink had aPentium-4 processor
with 256Mb memory.

The AP used was Lucent Orinoco. The cards used for
sending traffic were Compag WL 110 and Lucent Orinoco
Silver, both of which have the same chipset. We disabled
WEPonthecardsandthe APin order to avoid any potential
overhead. RTS/CTS usage was also disabled on all cards.

B. Software

The OS onthesink was FreeBSD. It ran aDHCP server,
which assigned an |IP address to each of the associated

Name Processor (O]
delhi Pentium-4 1.2 GHz | Windows2000
bombay | Strong Arm 200 Mhz Linux
madras | Pentium-111 850 MHz Linux
cairo Cedleron 1.1GHz Linux
ouzo | Pentium-I11 850 MHz | Windows2000
TABLEII

TyPICAL CONFIGURATION OF VARIOUS MACHINES USED

wirel ess stations when they came up.

The OSs available on the laptops were Windows 2000
and Linux with kernel 2.4.7-10 or above. All IPAQs used
Linux. The Linux machines used the wl an_cs driver
for Lucent Orinoco and Compagq WL 110 cards, both of
which have anidentical chipset. The Linux driver used the
pcnti a- cs package and was aloadable kernel modules.
The Windows 2000 drivers used were provided by the card
manufacturers. Table Il summarizes the configuration of
typical machines used in the experiment.

C. Capturing Packets

Our approach to packet capture wasto sniff the medium
in monitor mode. We used the sniffing capability avail-
ableinthefirmware of Compag WL 100. All timestamping
of packetswas done at the sniffer, thereby eliminating the
problem of clock skews between different capturing hosts.

The sniffer was a high end laptop with a Pentium
1l 850MHz processor, 256MB of RAM, and a Compag
WL 100 card used in monitor mode. In thismode, the card
can listen to al data on a particular channel without be-
ing associated withany AP. Weusedthel i nux-w an [2]
driver asaloadable modulefor Linux 2.4.16 to set the card
in the monitor mode. We used et her eal [1] to capture
packets from the wireless interface.

D. Accessing the WLAN

Aswe used an isolated AP for our experiments, we had
complete control and exclusive access to it. All stations
were associated to the same AP in channel 6. Our logs
showed that our stations were the only ones on the chan-
nel, and the only other traffic in the channd was from the
AP (beacons, etc.) and constituted 0.9-1% of thetotal traf-
ficin atypica experiment.

E. Traffic Generation

We used custom UDP-based source and sink programs
to generate and transfer traffic from the stationsto the sink
on the other side of the AP. The sink listensto a port, re-
ceives packets, accountsthem, and dropsthem. The source



sendspackets of certain sizeasfast asit can; the actual rate
would depend on the kernel protocol stack bandwidth.

We did not use traditional traffic generation tools be-
cause such tools use expensive timestamping routines at
the endpoints, and this slows down the stations too much.
All our timestamping is done by the sniffer.

IV. VALIDATING THE THROUGHPUT MEASUREMENTS

We need to ensurethat our throughput measurementsare
not being subjected to limitations of the sniffer’s ability to
capture packetsor the stations’ ability to pump out datadue
to processor speed, card speed, NIC/host interface speed,
OS, driver, and other such quirks. We describe a series of
experiments designed to ensure this.

A. Validating the sniffer

Thefirst thing we need to establishisthat the sniffer cap-
tures most of the packets and is not a bottleneck. We sent
packets at the speed described before and accounted for
them at the sink, and we found that the sniffer had captured
all of the packets received by the AP. Thiswas possible as
the sniffer was placed very closeto the AP.

B. Validating the sending stations

In order to make sure that a source station’s capacity
to send was not the bottleneck, we added another station
which aso sent data at the maximum rate to the sink. We
observed that whilethethroughputincreasesby 0.01 Mbps,
the deviation of thethroughput increases sigificantly by 0.3
Mbps. All stations irrespective of the processing power
could operate individually at around 6.2 Mbps. Two or
more of any combination of stationswas more than enough
to saturate the network. This confirms that the sending
stations were not a bottleneck and exploited whatever the
medium could offer.

C. Comparison with Ad-hoc mode

All data transfer in the infrastructure mode is through
the AP, In order to quantify how much the processing ca-
pacity of an AP could be a bottleneck, we setup the two
of the Linux laptops to operate in the ad-hoc mode, which
employs basic DCF and stations do not use an AP, We ob-
served athroughput with mean 6.3204 Mbps and deviation
0.02677 Mbps. Thisshowsthat the AP’ s processing capac-
ity inbridging (i.e. converting packetsfromthe802.11 for-
mat to the Ethernet format) the packetsto the 100Mbpseth-
ernet interface was not a bottleneck.

D. Effect of packet size

We varied the packet size while computing the through-
put of a single machine, ouzo, to see the effect on the
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Fig. 7. Variation of throughput with UDP payload

throughput. Figure 7 showsthe resultson .

As expected, the throughput increases with packetsize.
It first attains a maximum at around 1470 bytes (corre-
spondingto MTU of 1500 bytes, | P header of 20 bytes, and
UDP header of 8 bytes). It then falsoff (dueto the onset of
fragmentation), and again increases (due to the increasing
size of the fragment).

Therefore, all our experiments were conducted using
packets with UDP payload 1472 bytes and actual size on
theair of 1532 bytes.

V. IMPACT OF HETEREGENOUS HARDWARE

We experimented with stations having mixed processing
speed as well as enabling/disabling the use of RTS/CTS.
We observed massive difference in performance when we
use cards with different chipsets with and without using
RTS/CTS. We observed this when using three machines
with the configurations.

o CISCO Aironet340 enabled with RTS/CTS on Pentium-
Il with FreeBSD.

o Lucent Orinoco Silver without RTS/CTS on Pentium-
166 with Linux.

o Lucent Orinoco Silver without RTS/CTS on Pentium-
166 with Linux.

All machines were programmed to send as fast as possi-
ble. Clearly, thetraffic from the Pentium-I11 could not have
been at a disadvantage vis-a-visthe other stationsin terms
of processing power. However, we see that the through-
put drops dramatically for the Pentium-I1I station. Fig-
ure 8 shows this behaviour where the Pentium-111 machine
sends at around 1.0 Mps. The average throughput for the
Pentium-111 machine is 0.9405 Mbps with a deviation of
0.148 Mbps, while those for the other two machines were
1.86462 Mbps with deviation 0.138157 Mps, and 1.9786
Mbps with deviation 0.315 Mbps. These were computed
over K=500.



Effect of Heterogeneous Hardware on Throughput
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Fig. 8. Effect of Heterogeneous Hardware

Werepeated the same experiment with different OSsand
encountered the same problem of CISCO Aironet340 cards
suffering at the hands of other cards. Therefore, we pre-
cluded CISCO cards from al our experiments and used
only Lucent Orinoco and Compag WL 110 both of which
have an identical chipset.

Thisexperiment suggeststhat the primary deciding fac-
tor in the throughput observed by awirelessend-user isnot
the processing speed of the machine used, but how well the
802.11b card implements the standard and interacts with
other sources.

V1. CONCLUDING REMARKS

We obtained an empirica, i.e., measurement-based,
characterization of theinstantaneousthroughputin 802.11b
WLAN as afunction of the number of competing stations.
Our results confirm the genera trends reportedin [5]. The
overall throughput decreases dlightly as the number of sta-
tionsincreases. Also, the variance of the throughput avail-
able to a station increases significantly. Network perfor-
mance of awireless stationisdetermined more by thewire-
less card implementation than its processing capacity.

Future directions of our work are measuring the short
term fairness of 802.11b MAC, studying the effect of
RTS/CTSonthroughput, quantifyingtheeffect of RTS/ICTS
on the maximal profile of 802.11b, and performance mod-
elling of reliabletransportslike TCP over 802.11b WLANS
by integrating empirical models with anaytica methods.
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