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Abstract—Broadcasting is a fundamental operation in wireless
networks and plays an important role in the communication pro-
tocol design. In multihop wireless networks, however, interference
at a node due to simultaneous transmissions from its neighbors
makes it non-trivial to design a minimum-latency broadcast
algorithm, which is known to be NP-complete. We present a
simple 12-approximation algorithm for the one-to-all broadcast
problem that improves all previously known guarantees for this
problem. We then consider the all-to-all broadcast problem
where each node sends its own message to all other nodes.
For the all-to-all broadcast problem, we present two algorithms
with approximation ratios of 20 and 34, improving the best
result available in the literature. Finally, we report experimental
evaluation of our algorithms. Our studies indicate that our
algorithms perform much better in practice than the worst-case
guarantees provided in the theoretical analysis and achieve up
to 37% performance improvement over existing schemes.

I. INTRODUCTION

Network-wide broadcasting is a fundamental operation in
wireless networks. The goal of broadcasting is to transmit a
message from a source to all the other nodes in the network.
Several network protocols rely on broadcasting, for example,
information dissemination, service/resource discovery, or rout-
ing in multihop wireless networks. Given that key applications
of multihop wireless networks include disaster relief and
rescue operations, military communication, and prompt object
detection using sensors, the design of low-latency broadcasting
scheme is essential to meeting stringent end-to-end delay
requirements for higher-level applications.

Interference is a fundamental limiting factor in wireless
networks. When two or more nodes transmit a message to
a common neighbor at the same time, the common node
will not receive any of these messages. In such a case, we
say that collision has occurred at the common node. Any
communication protocol for wireless networks should contend
with the issue of interference in the wireless medium.

One of the earliest broadcast mechanisms proposed in
the literature is flooding [1, 2], where every node in the
network transmits a message to its neighbors after receiving it.
Although flooding is extremely simple and easy to implement,
Ni et al. [3] show that flooding can be very costly and
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can lead to serious redundancy, bandwidth contention, and
collision: a situation known as broadcast storm. Since then, a
large amount of research has been directed towards designing
broadcast protocols which are collision-free and which reduce
redundancy by reducing the number of transmissions. In this
paper, we revisit the data broadcast problem and present
improved algorithms that guarantee collision-free delivery and
achieve low latency.

A. Our Contributions

We present algorithms for ONE-TO-ALL and ALL-TO-ALL
broadcasting problems. In one-to-all broadcast, there is a
source that sends a message to all other nodes in the network.
In all-to-all broadcast each node sends its own message to
all other nodes. Even the one-to-all broadcasting problem is
known to be NP-complete [4]. For both problems, we develop
approximation algorithms, which improve the previous results.

• For ONE-TO-ALL BROADCAST problem, we present
a simple approximation algorithm (Section IV) that
achieves a 12-approximate solution, thereby improving
the approximation guarantee of 16 due to Huang et al. [5].

• We then consider the ALL-TO-ALL BROADCAST prob-
lem and present two algorithms (called CDA and ICDA)
with approximation guarantees of 20 and 34 respectively
(Section V), thereby improving the approximation guar-
antee of 27 by Huang et al. [6].

• We study the performance of our broadcast algorithms
through simulations under various conditions. Our results
indicate that our algorithms perform much better in
practice than the worst case guarantees provided.

II. RELATED WORK

Several techniques have been proposed for broadcasting in
wireless networks. In order to reduce the broadcast redun-
dancy and contentions, they make use of nodes’ neighborhood
information and determine whether a particular node needs
to transmit a message [7–14]. Gandhi et al. [4] show that
minimizing broadcast latency in wireless networks is NP-
complete and then present an approximation algorithm for one-
to-all broadcasting. Their algorithm simultaneously achieves
a constant approximation both for the latency as well as the
number of transmissions. However, the approximation guaran-
tee for the latency of their algorithm is greater tan 400. In this



work, we modify their algorithm to obtain a 12-approximation
ratio, thereby improving their result significantly. Huang et
al. [5] obtained a 16-approximation algorithm for one-to-all
broadcasting problem. They also present an algorithm with
latency at most R + O(log R) where R is the maximum
Euclidean hop distance from the source to any node. However,
the hidden constant in O(log R) is not small (> 150). Chen et
al. [15] also address the problem of minimizing broadcast
latency when the interference range is strictly larger than
the transmission range. If α is the ratio of the interference
range to the transmission range, then for α > 1, they give an
O(α2)-approximation algorithm. In particular, when α = 2,
their algorithm achieves a 26-approximation. However, it is
not clear how their algorithm behaves when α = 1. For all-
to-all broadcast problem, Gandhi et al. [4] present a constant
approximation algorithm where the constant factor is quite
large (> 1000). The algorithm by Huang et al. [6] achieves
the approximation factor of 27. In this work, we further
further improves the approximation guarantee for the all-to-
all broadcasting.

Hung et al. [16] provide centralized and distributed algo-
rithms for broadcasting and experimentally study their al-
gorithms with respect to collision-free delivery, number of
transmissions and broadcast latency. While their centralized
algorithm is guaranteed to be collision-free, their distributed
algorithm is not. They do not provide any guarantees with
respect to the number of transmissions and latency of the
broadcast schedule. Williams and Camp [17] survey many
wireless broadcast protocols discussed above. They provide
a neat characterization and experimental evaluation of many
of these protocols under a wide range of network conditions.

III. PRELIMINARIES

A. Network Model

We model a wireless network using a unit disk graph,
G = (V,E). The nodes in V are embedded in the plane. Each
node u ∈ V has a unit transmission range. Let |u, v| denote
the Euclidean distance between u and v. Let D(u) denote
the neighbors of u in G. A node v ∈ D(u) iff |u, v| ≤ 1.
We assume that time is discrete and an antenna is omni-
directional. If node w hears a message transmitted by two
or more neighbors at the same time, we say that there is
a collision and that the transmissions interfere at w. Node
w receives a message collision-free iff w hears the message
without any collision.

B. Problem Statement

We are given a disk graph G = (V,E) and a set of messages
M = {1, 2, . . . ,m}. We also have a set of sources for these
messages: sources = {sj |sj is the source of message j}. A
node can transmit message j only after it receives message j
collision-free. A schedule specifies, for each message j and
each node i, the time at which node i receives message j
collision-free and the time at which it transmits message j. If
a node does not transmit a message then its transmit time for
that message is 0. The latency of the broadcast schedule is

the first time at which every node receives all messages. The
number of transmissions is the total number of times every
node transmits any message. Our goal is to compute a schedule
in which the latency is minimized.

IV. ONE-TO-ALL BROADCAST ALGORITHM

The algorithm takes as input a UDG G = (V,E) and a
source node s. The algorithm first constructs a broadcast tree,
Tb, rooted at s in which if a node u is a parent of a node
w then u is responsible for transmitting the message to w
without any collision at w. It then schedules the transmissions
so that every node receives the message collision-free. The
two key differences from the algorithm in [4] that lead to a
significantly improved approximation guarantee are:

(i) Processing the nodes in a greedy manner while con-
structing the broadcast tree.

(ii) Allowing a node to transmit more than once.
Both these properties are crucial to showing that our algorithm
yields a 12-approximate solution. Note that in [4] the analysis
of their algorithm gives an approximation ratio of at least 400.

The broadcast tree Tb, is constructed as follows. The set of
nodes V is partitioned into primary nodes P and secondary
nodes S (These nodes are also referred to as dominators and
connectors in literature [5]). Let TBFS be the breadth-first
search tree rooted at s. Let Li, i = 0, 1, 2, . . . , `, be the set of
nodes at level i in the BFS tree. P is a maximal independent
set in G constructed by considering one level at a time starting
from L0 in TBFS . The nodes in P form a dominating set in G,
i.e., each node in S is within the transmission range of some
node in P . The parent-child relationships in Tb are determined
as follows. Let Pi = P ∩ Li and Si = S ∩ Li be the set of
primary nodes and secondary nodes respectively at level i in
the BFS tree. At any level i, the algorithm first considers each
node u ∈ Pi in non-increasing order of the number of nodes
in D(u) that do not have a parent yet (in [4] the nodes were
processed in an arbitrary manner). The children of u in Tb

are all the secondary nodes in D(u) that do not have a parent
when u is considered. After considering all nodes in Pi, the
secondary nodes are considered in the same way (i.e., non-
increasing order of the number of nodes in Pi+1 that do not
have a parent) and assigned its children. This algorithm runs
in linear time, dominated by the time required to compute the
BFS tree.
BROADCASTTREE(G = (V, E), s)

1 P ← P0 ← {s} // P is the set of primary nodes.
2 TBFS ← BFS tree in G with root s
3 `← maximum number of levels in TBFS // s belongs to level 0
4 for i← 1 to ` do
5 Li ← set of all nodes at level i in TBFS ; Pi ← ∅
6 for each w ∈ Li do
7 if (P ∩D(w) = ∅) then
8 Pi ← Pi ∪ {w}; P ← P ∪ {w}
9 Si ← Li \ Pi

10 P`+1 ← ∅; S ← V \ P
11 for each node u ∈ V do
12 parent(u)← NIL
13 for i← 0 to ` do
14 P ′

i ← Pi

15 while (P ′
i 6= ∅) do



16 u←node in P ′
i with maximum

|{w|w ∈ D(u) and parent(w) = NIL}|
17 C(u)← {w|w ∈ D(u) and parent(w) = NIL}
18 for each w ∈ C(u) do
19 parent(w)← u
20 P ′

i ← P ′
i \ {u}

21 while (∃w ∈ Pi+1 s.t. parent(w) =NIL) do
22 u←node in Si with maximum

|{w|w ∈ D(u) ∩ Pi+1 and parent(w) = NIL}|
23 C(u)← {w|w ∈ D(u)∩ Pi+1 and parent(w) = NIL}
24 for each w ∈ C(u) do
25 parent(w)← u
26 Vb ← V ; Eb ← {(u, w)|u = parent(w)}
27 return Tb = (Vb, Eb)

In ONE-TO-ALL BROADCAST, the transmissions are sched-
uled in two phases. In Phase 1, the algorithm schedules
transmissions only to the nodes in set (denoted by X) which
contains all primary nodes and non-leaf secondary nodes in Tb.
In Phase 2, transmissions are scheduled to send the message to
all other nodes. Note that this leads to some nodes transmitting
more than once which is again a significant departure from the
algorithm in [4] in which each node transmits the message at
most once. The intuition behind this is that it is not necessary
to send a message to terminal nodes early as they are not
responsible for relaying the message further. On the other
hand, by reducing the number of recipients in the first phase,
a node need to avoid less conflicts thus sending a message to
nonterminal nodes quickly.

In Phase 1, nodes are considered one level at a time starting
from L0. Only those primary nodes that have a child in X will
transmit the message in this phase. Clearly, for any primary
node u if C(u) 6= ∅ and C(u) ∩ X = ∅ then u will transmit
the message in Phase 2. At any level Li, the secondary nodes
are scheduled for transmission only after all transmissions of
primary nodes in Pi have been scheduled. While scheduling
transmissions, the nodes in Pi as well as Si∩X are considered
in non-increasing order of the number of their children in Tb.
The algorithm then follows a greedy strategy to schedule the
collision-free transmissions to nodes in X . Any transmitting
node, u, transmits at the minimum time t that satisfies the
following collision-free constraints – (i) u must have received
the message collision-free before time t, (ii) no node in C(u)∩
X is hearing any transmissions at time t, (iii) no node in
D(u) ∩X is receiving the message collision-free at time t.

In Phase 2, transmissions are scheduled so that the nodes
in Y = V \ X receive the message. Nodes are considered
one level at a time. For each v ∈ Y , parent(v) is responsible
for transmitting the message collision-free to v. Since P ∩
Y = ∅, the secondary nodes do not transmit in Phase 2. Any
transmitting node, u, transmits at the minimum time t that
satisfies the above three collision-free constraints.

ONE-TO-ALL BROADCAST(G, TBFS , Tb, s)

1 for each node u ∈ V do
2 trT ime1(u)← 0; trT ime2(u)← 0
3 X ← P ∪ {w ∈ S |C(w) 6= ∅} // set of transmitters
4 Y ← V \X // set of terminals
5 // Phase 1 - transmitters will receive the message
6 for i← 0 to `− 1 do
7 P ′

i ← {u ∈ Pi | ∃w ∈ C(u) ∩X}
8 Xi ←nodes in P ′

i ∪ (X ∩ Si) with all primary nodes ordered

before the secondary nodes and the primary and secondary
nodes listed in the order they were chosen in lines 19 and
25 resp. in BROADCASTTREE.

9 while (Xi 6= ∅) do
10 u← first node in Xi

11 I1(u)← {t| ∃w ∈ C(u) \ Y that hears a message at time t}
12 I2(u)← {t| ∃w ∈ D(u) \ Y that receives

a message coll-free at time t}
13 I(u)← I1(u) ∪ I2(u)
14 trT ime1(u)← min{t| t > rcvT ime(u) and t /∈ I(u)}
15 for each w ∈ C(u) \ Y do
16 rcvT ime(w)← trT ime1(u)
17 Xi ← Xi \ {u}

// Phase 2 - the terminals will receive the message
18 Y ′ = Y
19 for i← 0 to ` do
20 for each u ∈ Si ∩ Y ′ do
21 v ← parent(u)
22 I1(v)← {t | ∃w ∈ C(v) ∩ Y ′ that hears a message at time t}
23 I2(v)← {t| ∃w ∈ D(v) that receives

a message coll-free at time t}
24 I(v)← I1(v) ∪ I2(v)
25 trT ime2(v)← min{t| t > rcvT ime(v) and t /∈ I(v)}
26 for each u ∈ C(v) ∩ Y ′ do
27 rcvT ime(u)← trT ime2(v)
28 Y ′ ← Y ′ \ C(v)
29 return trT ime1, trT ime2

Theorem 4.1: Our algorithm gives a 12-approximate so-
lution for the latency. The number of transmissions in our
algorithm is at most 21 times those in an optimal solution.
For complete proofs, we refer to the full version [18].

V. ALL-TO-ALL BROADCAST ALGORITHM

We now consider all-to-all broadcasting, in which each node
v has a message m(v) to send to all other nodes. In this
section, we present two algorithms. The first one achieves an
approximation guarantee of 20 by obtaining a tighter lower
bound and adopting efficient scheduling algorithms for data
collection and pipelined broadcasting. This improves the best
known guarantee of 27 in the literature [6]. The second
algorithm achieves an approximation factor of 34, which
performs well in our experiments (Section VI).
A Lower Bound. Let G be a unit-disk graph with n nodes.
Denote by γc the connected domination number of G. That
is, γc = |C(G)| where C(G) is a minimum size connected
dominating set of G. Then we have the following lower bound
on the latency of all-to-all broadcasting.

Lemma 5.1: The minimum latency of all-to-all broadcast-
ing in G is at least n− 1 + γc.

A. Collect-and-Distribute Algorithm (CDA)
The graph radius of G with respect to a node v is the

maximum depth of the BFS tree rooted at v. A graph center
of G is a node in G with respect to which the graph radius
of G is the smallest. Let s be a graph center of G, and R
be the graph radius of G with respect to s. Clearly, γc ≥ R.
We call transmissions of message m from a node v upward
if the message m is from the descendant of v. Otherwise, a
transmission is called downward. Our schedule consists of two
phases. In Phase 1, s collects all the packets by performing
upward transmissions. In the Phase 2, s broadcasts all the n
packets to all other nodes via downward transmissions.



Phase 1. Node s collects all messages by modifying a data
dissemination algorithm by Florens and McEliece [19]. In the
data dissemination problem, a source node sends a different
message m(v) to each node v in the network, and they present
a 3-approximation algorithm. To collect messages in Phase
1, we can simply schedule transmissions in a reverse order
of data dissemination schedule and also reverse the direction
of the transmissions. It requires at most 3 times the optimal
collection time.
Phase 2. We construct a broadcast tree Tb using BROAD-
CASTTREE in Section IV. Next, we describe transmission
scheduling algorithm. In the algorithm by Gandhi et al. [4],
the root node collects all messages and perform one-to-
all broadcasting for each message. The root node needs to
wait until the previous message reaches level 3 (L3) before
initiating a broadcast for another message to make sure there
are no conflicts in their algorithm. In our algorithm, we find
a schedule by a vertex coloring, which make sure that all the
nodes with the same color can broadcast a message without
conflicts, and show that 17 colors are enough to obtain a
conflict-free schedule.

Let H1 (resp., H2) be the graph over the primaries (resp.,
secondaries) in which there is an edge between two primaries
(resp., secondaries) if and only if one of them has a child
adjacent to the other in G.

The scheduling for H1 can be done by computing a vertex
coloring of H1 in the first-fit manner in the smallest-degree-
last ordering. By proper renumbering of the colors, we assume
that s has the first color. Let k1 be the number of colors used
by this coloring. Then, k1 ≤ 12 [5].

We compute a vertex coloring of H2 in the first-fit manner
by considering nodes in the same order as used when comput-
ing the broadcast tree Tb, and let k2 be the number of colors.
Then, k2 ≤ 5 [5].

Let k = k1 + k2. We define a superstep to be a group
of consecutive k time slots. In each superstep, the first k1

slots are for scheduling transmissions from primaries, and the
remaining k2 slots will be for secondaries. Each primaries
(resp., secondaries) with color i is only allowed to transmit
in the i-th slot of a primaries (resp., secondaries) slot in a
superstep. The source node s transmits one packet in each
superstep. Each connector receiving a packet in a superstep
transmits the received packet in the corresponding connector
slot in the same superstep. Each primaries receiving a packet
in a connector slot transmits the received packet in a primary
slot of the subsequent superstep. Note that any message that
the primaries at level i received in a given superstep will be
forwarded to the primaries at level i + 1 or i + 2 in the next
superstep. Therefore, a message which has been sent from
a source will be broadcast to all nodes within R supersteps
where R is the number of levels in the broadcast tree.

Theorem 5.2: Our all-to-all broadcasting algorithm gives a
20-approximation.
Proof Sketch: Recall that the first phase takes at most
3(n − 1) time slots. The second phase takes no more than

17 (n− 1 + R) time steps as in n − 1 + R supersteps, all n
messages are broadcast and each superstep consists of 17 time
slots. Therefore, the total latency of our all-to-all broadcast
schedule is at most 3OPT + 17 (n− 1 + R) < 20OPT .

B. Interleaved Collect-and-Distribute Algorithm (ICDA)

We now describe an algorithm in which all nodes participate
in broadcasting as soon as possible so as to minimize the
broadcast time. The main idea is as follows. Suppose that a
node v receives a message m(x) forwarded originally from its
descendant x in the broadcast tree and relays it to its parent to
deliver the message to the root node s. Note that the children
of v can also receive the message while v broadcast it and
therefore, they can initiate broadcasting m(x) in their own
subtrees in parallel without waiting for the message forwarded
from s.

We schedule transmissions for each node as follows. As in
CDA, we define a superstep but in a slightly different way.
That is, in each superstep, every node transmits at most one
message (either upward or downward) if there is any message
that the node received but not sent. Instead of finishing all
upward transmissions first, we mix upward or downward
transmissions in each superstep with preferences given to
upward transmissions. Also for an upward transmission, a
node should make sure that its parent and all of its children
(except the one which sent the message to v) receive the
message. For a downward transmission, v is responsible for
sending the message to all of its children. We find a schedule
using the following rules.

(1) All terminal nodes X send messages to their parents first.
(2) In each superstep, primaries are scheduled before secondaries.
(3) Transmissions from primaries are scheduled based on a vertex-

coloring of H1. and the order to process nodes are the same
as in CDA.

(4) Each node can receive at most one upward message from its
children. Therefore, a node can perform an upward transmis-
sion only if its parent has not received an upward message in
the superstep. Otherwise, it performs a downward transmission.

(5) For secondaries, the nodes are considered in the same order
as the broadcast tree is constructed. Upward transmissions are
scheduled before downward transmissions.

(6) Once all upward transmissions for nodes are scheduled, the
remaining nodes perform downward transmissions if there is
any message to be sent.

This algorithm yields a 34-approximation [18]. Even though
the theoretical bound of ICDA is weaker than that of CDA,
the experimental results (Section VI) show that it provides
comparable performance as CDA. In fact, for large networks
(300 nodes or more), ICDA performs better than CDA.

VI. EXPERIMENTAL EVALUATION

A. Simulation Setup

We place wireless nodes in a square (e.g., 1000m by 1000m)
uniformly at random, while varying the number of nodes and
the size of square. We use a fixed transmission range of 200m
and assume two nodes can communicate if they are within
the transmission range of each other. For one-to-all broadcast
experiments, we select a source uniformly at random, and the
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source becomes the root of broadcast tree. For each scenario,
we use 20 runs with different random seeds and present the
average along with an error bar displaying the minimum and
maximum. We focus on the latency metric although we briefly
report the results on the number of transmissions.

We compare our proposed algorithms with existing
schemes. Gandhi, Parthasarathy, and Mishra [4] present a
one-to-all algorithm (which we call GPM) and an all-to-all
algorithm (which we call MSB). We also compare our one-
to-all algorithm with Enhanced Broadcast Scheduling (EBS)
and Pipelined Broadcast Scheduling (PBS) by Huang et al. [5].
Although we have experimented with various settings, we only
report a set of representative results due to space constraint.

B. Results for One-to-All Broadcast

In Figure 1, we present the average latencies for broadcast
algorithms as well as the height of BFS tree (i.e., lower
bound), when we vary both the number of nodes and the
square size to keep the node density similar. We observe
that our proposed algorithm consistently outperforms existing
schemes by 11–37%. While the BFS tree height increases
as the square size increases, our proposed scheme maintains
the approximation ratio around 1.65. Although our analytical
bound is 12, the performance of our scheme in practice is
much closer to optimal. In terms of packet transmissions, our
proposed scheme performs very similar to GPM and EBS and
consistently outperforms PBS (by up to 22%).

C. Results for All-to-All Broadcast

In Figure 2, we present the average approximation ratio of
our all-to-all broadcast schemes (CDA and ICDA) and MSB

when we vary the number of nodes and the square size. In all
schemes, the ratio increases as the network becomes larger.
CDA performs well when the network size is small (e.g.,
around 17% better than MSB in the 100-node case). However,
the performance difference between CDA and MSB becomes
smaller in larger networks. This is because both schemes first
send all packets to the root before distributing them, and
the initial latency increases with the network size growth.
Although ICDA does not perform as well as CDA for small
networks, it consistently outperforms MSB by 7–11% in all
cases. In fact, the performance gap between ICDA and MSB
becomes larger as the network size grows, which indicates the
benefit of interleaved transmissions. Again, the performance of
CDA and ICDA in practice is much better than the analytical
bound (20 and 34).
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