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Abstract—An ad hoc network is a multi-hop wir elessnetwork formed
by a collection of mobile nodeswithout the intervention of fixed infras-
tructur e. Limited bandwidth and a high degree of mobility require that
routing protocols for ad hoc networks be robust, simple, and enemgy-
consewing. This paper proposesa hew ad hoc multicast routing protocol
called Neighbor-Supporting Multicast Protocol (NSMP). NSMP adoptsa
mesh structure to enhanceresilienceagainst mobility. And NSMP uti-
lizes node locality to reducethe overhead of route failur e recovery and
meshmaintenance. NSMP also attempts to impr ove route efficiency and
reducedata transmissions. Our simulation results shav that NSMP de-
livers packets efficiently while substantially reducing control overheadin
various ervironments.

I. INTRODUCTION

An ad hoc network is a multi-hop wirelessnetwork formed
by a collection of mobile nodes without the intervention
of fixed infrastructure. Becausean ad hoc network is
infrastructure-lessand self-omganized, it is usedto provide
impromptu communicationfacilities in inhospitableenviron-
ments.Typicalapplicationarea®f it includebattlefieldsemer
geng searchandrescuesites,and dataacquisitionin remote
areas. An ad hoc network is also useful in classroomsand
corventionswhereparticipantsshareinformationdynamically
throughtheir mobile computingdevices.

Eachmobilenodein anadhocnetwork functionsasarouter
to establishend-to-endconnectionsbetweenary two nodes.
Although a paclet reachesall neighborswithin transmission
range,a mobile nodehaslimited transmissiorrangesandits
signalsmay not reachall hosts. To provide communications
throughoutthe network, a sequencef neighbornodesfrom a
sourceto a destinationform a path and intermediatemobile
hostsrelay pacletsin a store-and-fonardmode.

Uniquecharacteristicef anadhocnetwork raiseseveralre-
qguirementsfor the routing protocol design: ad hoc network
routing mustbe simple,robustand minimize control message
exchanges Ad hocroutingmustbe simplebecauseouting is
performedby genericmobile hostswhich have limited CPU
and memory capacitiesand are poweredby batteries. Band-
width is a scarceresourcan wirelessnetworks. Routingalgo-
rithmswhich consumeexcessve bandwidthfor routingcontrol
messagexchangesmay not be appropriatefor wirelessnet-
works. Thetopologyof anadhocnetwork is inherentlyvolatile
androuting algorithmsmustbe robust againstfrequenttopol-
ogy changesausedy hostmovements.
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Many routing schemedave beenpresentedo provide ade-
quateperformancef adhocnetworks. Ad hocroutingis clas-
sifiedinto proactiveroutingandreactiveroutingbasecnwhen
routesare determined. Proactve routing continuouslymakes
routingdecisionsothatroutesareimmediatelyavailablewhen
pacletsneedo betransmitted DBF[1], DSDV[2], WRP[3]are
proactiveroutingprotocols.Reactve routingdeterminesoutes
onanas-needetiasis:whenanodehasa pacletto transmit,it
querieghe network for aroute. TORA[4], DSR[5],AODV[6],
ABR[7], RDMAR][8] belongto reactve routing. Proactve
routing consumes greatdeal of radio resourcedo exchange
routinginformation. Also, pre-determinedoutesmay rapidly
losetheir validity in an ad hoc network becauséts topology
changesapidly. Previousstudyshavedthatreactie protocols
performedbetterthanproactive protocols[9], [10], [11].

In addition to unicastrouting protocols, several multicast
routing protocolsfor ad hoc networks have beenproposedn
more recentyears[12], [13], [14], [15], [16]. Unicastis a
specialform of multicastand someproposedmulticastrout-
ing protocolssupportboth unicastand multicastrouting [12],
[13]. Proposedmulticastrouting can be classifiedinto tree-
basedprotocolsand mesh-basegrotocols. Tree-basegbroto-
cols[12], [15], [16] are generallymore efficient in terms of
datatransmissiorthan mesh-basegrotocols,but they arenot
robustagainstopologychangedecaus¢hereis no alternatve
pathbetweera sourceanda destination Mesh-basednulticast
protocols[13], [14] provide alternatve pathsandalink failure
neednottriggertherecomputatiorof a mesh.Previousstudies
shavedthat mesh-basegrotocolsarerobustagainstopology
changeand are more suitablethan tree-basegrotocols[14],
[17].

ODMRP is an ad hoc multicastrouting protocol basedon
a multicastmesh[13]. In ODMRR, if a sourcenodehasdata
to send,it periodically broadcast$Join Request'to find and
maintainmulticastroutes.All the othernodesre-broadcasthe
pacletwhenthey receve non-duplicateone. Whena multicast
groupmemberreceves“Join Request”the nodereplieswith
“Join Table? And subsequentepliesby the nodesalonga re-
versepathestablisha route. ODMRP usessoft statessoleav-
ing a groupis automaticallyhandledby timeout. As shawn,
ODMRPrelieson frequentetwork-wideflooding,which may
leadto a scalabilityproblemwhenthe numberof sourcenodes
is large. Thecontrolpacketoverheacbecomesnoreprominent
whenthemulticastgroupis smallin comparisorwith theentire
network.



In this paper we presenta new on-demandmnulticastrout-
ing protocol called NeighborSupportingMulticast Protocol
(NSMP) NSMP is a robust, low overheadand efficient pro-
tocol. We chooseto usethe meshinfrastructurebecausee-
silienceagainstink failuresis animportantpropertyof adhoc
multicastrouting. Broadcastsare expensve operationsin ad
hocnetworks[18]. NSMP minimizesthe frequeng of control
messagdroadcastsBroadcastare occasionallyusedfor ini-
tial routeestablishmenor a network partition repair For nor-
mal and periodic meshmaintenances;ontrol messageseach
only forwardingnodesandtheir neighbornodes. In selecting
a new route, NSMP prefersa path that containsexisting for-
wardingnodes.Thus,NSMP enhanceshe routeefficiency by
reducingthe numberof forwardingnodes.

We have evaluatedthe performancesf NSMP via computer
simulation.ThesimulationresultshovsthatNSMP effectively
deliversaround97% of datapacletsandis robustagainstfre-
guenttoplogy changes.Moreover, datapacket transmissions
andcontrol messagexchangesarereducedby 15-20%com-
paredto existing ad hoc multicastrouting protocols. We also
obsenedthatNSMPreducesheaveragepacletdelayby 10%.

The rest of this paperis organizedas follows. Sectionll
containsanoverviewn of NSMPR, andamoredetaileddescription
of NSMPis presenteéh sectionlll. SectionlV providesresults
of simulationexperimentsandsectionV concludeghepaper

I. A NEwW MULTICAST ROUTING PROTOCOL
A. AnOverviav of NSMP

NSMPis arobust,yet efficientadhocmulticastroutingpro-
tocol. Meshinfrastructurausedin NSMP hasresilienceagainst
link failures.A soft stateapproachs used,androutesarebuilt
andmaintainedvith basicroutediscovery andreply messages.
NSMP alsooperatesndependentf unicastrouting protocol.

Localizing route discovery and maintenanceoperations,
NSMP reducesthe routing overhead. As discoveredin RD-
MAR [8], mostlink failure recoveriescan be localizedto a
smallregionalongapreviousroute. NSMP performstwo types
of routediscovery: floodingroutediscoveryandlocal routedis-
covery. For routinepathmaintenance®\SMP usedocal route
discoverywhichis restricteconly to asmallsetof mobilenodes
directly relatedto a multicastgroup. For an initial route es-
tablishmentor a network partition repair, NSMP occasionally
performsflooding route discovery in which control messages
are broadcasby all nodes. For long-lived connectionsyou-
tine pathmaintenancesccurmary timesmorefrequentlythan
theinitial pathestablishmentandthe saving by localizedpath
maintenanceouldbesizable.

NSMP attemptsto achieve the route efficiengy of the mul-
ticasttreewhile enjoying the robustnes®f the multicastmesh
infrastructure.lt is known thatthe meshstructureis morero-
bustagainstopologychangeshanthetreestructurg14], [17].
However, the tree structureis betterthan the meshstructure
in termsof paclet transmissionslin selectinga route, NSMP
prefersa path that containsexisting forwarding nodesto re-
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Fig. 1. Multicastmeshcreation

ducethe numberof forwarding nodes. This enhancesoute
efficiency, leadingto lesscontentionandfurtherto lower end-
to-enddelay

B. MulticastMeshCreation

A new sourceinitially sendsa FLOOD_REQ paclet. The
FLOOD_REQpaclethasanupstreammodefield. Whenanin-
termediatenoderecevesthe FLOOD_REQ paclet, it caches
the upstreamrmode and updateghe field with its own address
beforeforwardingit to next nodes. Whena recever receves
the FLOOD_REQ paclet, it sendsa REP paclet to the node
from whichit recevedthe paclet. Theupstreamrmodereceves
theREPpaclketandaddsanentryfor thegrouptoits routingta-
ble. Thenit forwardsthe REPpacletto its own upstrearmode,
andthe REP paclet eventuallyreacheghe sourcenode. The
intermediatenodeghatrelaythe REPpacketbecomeorward-
ing nodes A multicastmeshof a group consistsof sources,
recevers,forwardingnodes,andlinks connectingthem. The
nodesn amulticastmesharecalledmeshnodes

Fig. 1 illustrateshow a multicastmeshis built. Assumethat
nodess and13arereceiersof amulticastgroup.Whennode4
joins the group as a source, it broadcastsa FLOOD_REQ
paclet. Node5 recevesthe paclket andbroadcastst. When
node6 recevestheFLOOD_REQpaclet,it sendsaREPpaclet
to its upstreamnode5. Whennode5 recevesthe REPpaclet,
it knows thatit is on the multicastmeshandrelaysthe paclet
to its upstreampnode4. Similarly, node13 alsosendsa REP
paclet and node 9 becomesa forwarding node. Fig. 1 (b)
shavs theresultingmulticastmesh.Whena sourcetransmitsa
DATA paclet, only forwardingnodesrelay the paclet, sothat
thepacletis deliveredto recevversalonganestablishednesh.

Now let us considemeighbornodesof the multicastmesh.
Neighbormodesarenodeghataredirectly connectedo atleast
onemeshnode.In Fig. 1 (b), nodesl, 2, 3,7,8,10,12,and17
arethe neighbomodes.Forwardingnodesandgroupneighbor
nodeslosetheir function unlessthey arerefreshedwithin pre-
definedtimeoutperiod. Sectionlll shavs detailedprocedures
of how a multicastmeshis built anda nodebecomesa group
neighbor
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C. MulticastMeshMaintenance
C.1 Local RouteDiscovery

Eachsourceperiodicallytransmitsa LOCAL _REQ paclet,
and only mesh nodesand group neighbor nodesrelay the
paclet. Therefore,all nodestwo hopsaway from the mesh
nodesreceive the LOCAL _REQ paclet. This mechanisntan
reducecontrol overhead,and due to nodelocality, it repairs
mostlink failurescausedby node movements. REP paclets
to LOCAL_REQ pacletsarerelayedto a sourcein the same
way asREP pacletsto FLOOD_REQ pacletsin sectionll-B.
Forwardingnodesandgroupneighbomodesalonga multicast
meshareupdatecasREP pacletsarerelayedto a source.

For example, assumeéhata failureoccursto alink (9, 13)in
Fig. 2. Node 4 will eventually senda LOCAL _REQ paclet
since each sourceperiodically performslocal route discov-
ery. Whennode8 recevesthe paclet, it broadcastshe paclet
sincegroupneighbomodegelayLOCAL _REQpaclets.When
nodel2 subsequentlproadcastthepaclet,nodel3recevesit
andsendsa REPpacletto build anew routeto thesource.The
repairedmeshis shavn in Fig. 2 (b). Notethatmorethan30%
of the nodes(i.e. six nodes)in Fig. 2 (a) do not re-broadcast
the LOCAL _REQpaclet.

Local route discovery ensuredower control overhead but
it doesnot repairall link failures. Supposehata link (8, 12)
in Fig. 2 (b) failed. Local route discovery cannotrepair this
link failure. With reasonablenetwork connectvity, however,
locally unrecoverable link failuresoccurlessfrequentlythan
link failuresthatcanberepairedby local routediscovery. Sim-
ulationresultsin sectionlV show thatlocal routediscovery is
effective undervariouservironments.

C.2 FloodingRouteDiscovery

NSMP usedfloodingroutediscoveryin severalcasesWhen
anodebecomes new sourcet sendsa FLOOD_REQ paclet
in orderto createaninitial mesh.In NSMR a nodewithin two
hopsaway from meshnodescanjoin thegroupasareceverby
replyingto aLOCAL _REQpaclket. However, anodemorethan
two hopsaway from the meshnodesmustflood a MEM _REQ
paclet. In addition, network partitionsonly canbe recovered
by FLOOD_REQpaclets.
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D. RouteEfficiencylmprovement

In selectingaroute, NSMP givesa preferenceo a paththat
containsmore existing forwardingnodes. The level of prefer
enceis animportantparametethat trade-ofs the routing effi-
ciengy and pathrobustness.Assumethatnode17 becomesa
new recever in Fig. 1 (b). And further assumehat node17
recevvestwo routediscovery paclets: onefrom the path(4, 5,
9, 13, 17) andthe otherfrom the path(4, 8, 12, 16, 17). Both
pathshave the sameength. However, thepath(4, 5,9, 13,17)
usesthe existing pathandthe path (4, 8, 12, 16, 17) requires
threenew forwardingnodes. In termsof route efficiency, the
formeris betterthanthe latter, andvice versain termsof ro-
bustness.

I1l. DETAILED DESCRIPTION OF NSMP
A. Data Structuesand Packet Header

Fig. 3 shaws the paclet headerof NSMP. We alsoassume
the availablity of ttl field in other protocol (e.g. IP) usedto-
gether Forward Count(FC) denoteghe numberof forwarding
nodesalongapath.A forwardingnodeincreasesheFC by one
beforerelayinga route discovery packet. Non-forwad Count
(NC) is the numberof non-forwardingnodes.Typefield is one
of thefollowing values:

« DATA: datapaclet

« FLOOD_REQ: flooding route discovery paclet sentby a
groupleader

+ LOCAL _REQ:localroutediscovery pacletsentby a source
« MEM_REQ:routediscovery pacletsentby a new recever

« REP:reply pacletto aroutediscovery paclet

Everynodemaintainsaroutingtable. Fig. 4 shovsthefields
of anentryin aroutingtable.Whenanodebecomes forward-
ing nodeof a group, it setscorresponding-orwardingFlag. It
setsGroupNeighborFlg whenit becomesa group neighbor
node. Forwarding timeoutand GroupNeighbortimeoutfields
denotethetimeswhenanodelosesits function.

In addition, every node maintainsa DataCade and a Re-
gCade to detectduplicatedata paclets and route discovery
paclets, respectiely. The structuresof the two cachesare
shavn in Fig. 5. Every sourcenode needsto maintain a
SoucelListthatconsistof sourceaddressesf the samegroup.
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B. Initiating andRelayingFLOOD_REQandLOCAL REQ

Whenanodebecomes multicastsourcejt transmitsanini-
tial FLOOD_REQ paclet. After that, all sourcesperiodically
transmitLOCAL REQ pacletsat every REQ PERIOD inter-
val. REQ_PERIODis importantto the performanceof NSMP
and should be carefully adjustedaccordingto network erwvi-
ronments. As briefly discussedn sectionll-C, NSMP uses
flooding to recover network partitions. For this purpose,a
groupleaderis selectedamongsourcesThegroupleadersends
FLOOD_REQpaclketsatevery FLOOD_PERIODinterval. Up-
streamandSourceAddressfieldsaresetto its own addressand
FC andNC aresetto zero.

Whena noderecevesa route discovery paclet, it consults
ReqCadbe to find whetherthe paclet hasa more recentse-
guencenumber (Group Address,SourceAddress,Sequence
Number)fieldsin ReqCabeareusedto determingf thepaclet
is duplicate. If the paclet is a nenv one, the receving node
updategthe correspondingntry of ReqCabeto have correct
informationaboutSequenc&umberandUpstream

A noderelaysall FLOOD_REQ paclets. However, it re-
lays LOCAL _REQ pacletsonly if it is eithera meshnodeor
a neighbornodeof the group. Beforerelayinga routediscov-
ery paclket, a nodemust changeUpstreamfield with its own
addresdor later reversepathestablishmentA relayingnode
incrementsFC by oneif it is a forwarding node; otherwise,
NC is incrementedy one.Handlingduplicateroutediscovery
pacletsis describedn sectionlll-C.

C. Initiating and RelayingREP

A path from a sourceto a recever is establishedvhen a
REP paclet is forwardedalongthe reversepath from the re-
ceiver to the source. The reversepathis alreadyrecordedin
the Upstreamfield of the ReqCabe When an intermediate
noderecevesthe REP paclet, it setsthe ForwardingFlag bit
andrefresheshe Forwarding timeoutof its routingtable. Then
the intermediatenoderelaysthe REP paclet to its upstream
node. Note thata paclet is broadcasto all neighbornodesin
wirelessnetwork. All nodesthatdetecthe REPpaclet (except

TABLE |
SUMMARY OF NODE BEHAVIORS WHEN A ROUTE DISCOVERY PACKET

ARRIVES
Rout e . forwardi ng group ot her
! source recei ver p
Di scovery node nei ghbor node
updat e
send REP
Fl oodi ng Sour ceTabl e
Rel ay Rel ay Rel ay Rel ay Rel ay
updat e
Local Sour ceTabl e send REP
Rel ay Rel ay Rel ay Rel ay

* GroupNei ghbor tineout is refreshed if Source Address = Upstream

** The node becones a group nei ghbor if Source Address = Upstream

meshnodes)hecomeneighbornodesof the group. The neigh-
bor nodessetthe GroupNeighborFlg andrefreshthe Group-
Neighbortimeoutof its routingtable.

As explainedbefore,NSMP tries to balancethe routing ef-
ficiengy and path robustnessgiving preferenceto pathsthat
contain more forwarding nodes. A recever receves mary
route discovery packets. When a recever receves a first
non-duplicateroute discovery paclet, it storesthe informa-
tion of the paclet headerinto ReqCabe and delayssending
REP for a shorttime. It computesthe weightedpath length,
(1—a)x FC+ax NC,where) < a < listherelatveweight.
If the recever recevvesanotherroute discovery paclet within
thewaiting period,it computegheweightedpathlength.If the
new pathis betterthanthe currentlybestpath,thentherecever
replaceshe ReqCabe with the information of the new path.
It sendsa REP paclet usingthe information of the bestpath
storedin ReqCabeafterpre-determinetime elapsesincethe
non-duplicateoutediscovery pacletreception.

NSMP ensurespartition recovery by performing flooding
routediscovery. Whenpreviously disconnectegartitionshave
regainedconnectvity, a FLOOD_REQ paclet from one parti-
tion will eventuallyreachareceverin anotherpartition. Parti-
tionis recoveredwhena REPpacletis sentandrelayedacross
previous partitions. Larger FLOOD_PERIOD may introduce
longerdelayin partitionrecovery, soflooding routediscovery
needsto be performedmore often in caseof lower network
connectvity.

D. Becominga Group Neighbor

In previous subsectionwe alreadyexplainedthe procedure
of whenanodebecomesa neighbomodeof amulticastgroup.
Anothercaseto becomea groupneighboris whena non-mesh
nodefinds that one of its neighborsis a source. If Upstream
field of aroutediscovery pacletis the sameasSource Address
field of the paclet,thenodebecomes groupneighbor Tablel
summarizesiode behaiors whenit recevesroute discovery
paclets.



E. Receivingand Forwarding DATA Padkets

Whenanoderecevesa DATA paclet,it consultdDataCadte
to seeif the pacletis duplicate. If so, it discardsthe paclet.
Otherwise,it updatesDataCade to reflectthe paclet header
information, especiallythe sequenceaumber And the paclet
is re-broadcasf thereceving nodeis a forwardingnode.

F. Joining andLeavinga Group

Whenanodewantsto join agroupasarecever, it waitsfor
a LOCAL _REQ pacletfor REQPERIOD.It will receive one
andbeableto build arouteif it isameshnode,aneighbomode
of the group, or two hopsaway from the mesh. For example,
nodesll, 14,and18in Fig. 2 (b) will recevea LOCAL _REQ
pacletwithin REQPERIOD.

If the new recever does not receve a LOCAL_REQ
paclet, it broadcasta MEM _REQ paclet. On receving a
MEM _REQpaclet,anodeoperategnalogousvhenit receves
a FLOOD_REQ paclet; it needsto updatean entry in Reg-
Cache MEM_REQusesattl field. All nodesthatreceve a
MEM _REQ paclet relay the paclet only if ttl valueis greater
than zero. ttl valueis decrementedby onewheneverit is re-
layed.

Sourcenodesandforwardingnodessenda REPpacletwhen
they receve aMEM _REQ paclet. REPpacletsto MEM _REQ
pacletsarerelayedtoward the new recever in the sameway
asREPpacletsto SRC REQ paclets. Thereceptionof a REP
pacletto a MEM _REQ paclet alsorequiresrouting table up-
date. And somenodesbecomeforwardingnodesor neighbor
nodesaccordingio Upstreamfield of the REPpaclet.

NSMP usesexpandeding searcHERS)to reducethe band-
width usagefor MEM _REQ paclets. The valueof ttl field in
theinitial MEM_REQ s setto threebecausdhe new recever
sendingMEM _REQ (for example,nodel5or 19in Fig. 2 (b))
is morethantwo hopsaway from the mesh.If thenew recever
failsto receve ary REPpacletwithin timeout,thenit floodsa
MEM _REQpaclet.

Multiple REPpacletsto a MEM _REQ paclet mayincrease
the numberof forwarding nodesmore than necessary This
problem,however, will be resohed by timeoutsinceonly one
pathwill berefreshedvhenthereceverrecevesroutediscor-
ery packetsandrepliesto them.

Leaving agroupin NSMPdoesnot needary additionalcon-
trol messagesWhena nodeleavesa group, it doesnot send
REP pacletsto subsequentoute discovery paclets, and soft
statesstoredin intermediatenodeswill expire.

G. Electinga GroupLeader

A groupleaderis thesourcenodewhoseaddresss thesmall-
estamongsourcenodesn the samemulticastgroup. Sinceev-
ery sourceperiodicallysendsa LOCAL _REQ paclet,a source
can have up-to-dateinformation aboutother sources. When
a sourcerecevesa LOCAL _REQ paclet from anothersource
of the samegroup, it updatesSouceListto includethe source
addressWith thisinformation,asourcecandeterminef its ad-

dressis thesmallestor not. An entryin a SoucelListis deleted
if noLOCAL_REQ pacletsfrom the correspondingourceare
recevved within pre-determinedime, for example,two times
REQPERIOD.

IV. PERFORMANCE SIMULATION
A. SimulationEnvironment

ns-2 simulatorwasusedfor performancesimulation.ns-2 is
originally developedby the University of Californiaat Berke-
ley andtheVINT project[19] andrecentlyextendedo provide
simulation supportfor ad hoc networks by the MONARCH
project[20] atCarngjie Mellon University. Referencg9] gives
a detaileddescriptionaboutphysicallayer, datalink layer, and
IEEE 802.11MAC protocolusedin the simulation.

Theprotocolsimulationconsistof 50wirelessmobilenodes
forminganadhocnetwork, moving aroundoverasquarg1000
metersx 1000meters)lat spacefor 300 second®f simulated
time. Nodesin a simulationmove accordingto the “random
waypoint” model asin [9] without pausetime. A multicast
sourcegenerate$12-bytedatapacletswith constantbit rate
(CBR) of two pacletspersecond.

A numberof movementscenariofiles and group scenario
files were generatedand used as inputs to the simulations.
Eachmovementscenaridile determinesnovementf 50 mo-
bile nodes,andthe speedof mobile nodesareuniformly dis-
tributedup to a maximumspeed. Group scenaridfiles deter
mine which nodesarereceversor sourcesandwhenthey join
andleave agroup. A recever randomlyjoins a groupbetween
0 and 60 secondsandleavesthe group between240 and 300
seconds.Multicast sourcesstartand stop sendingpacletsin
the samefashion. Eachgroup scenaridfile hasone multicast
group.We usedthe averageof 15 experimentgcombinationof
threegroupscenariosandfive movementscenarios).

In comparingheprotocolsthefollowing metricswereused.
« DataPacketDelivery Ratio: Thepercentagef datapaclets
correctlydeliveredto multicastrecevers
« Number of Data and Control Packets per Data Packet
Delivered: This metric representshe routing efficiency and
thedegreeof controloverheadrespectiely.

« Average End-to-End Delay: The averagetime betweena
transmissiorof a datapacket and a successfuteceptionat a
recever

We compare the performanceof NSMP with that of
ODMRRP It was assumedhat no nodeswere equippedwith
GPS,so a sourcein ODMRP periodically flooded“Join Re-
quest” paclets. Both “Join Request’periodin ODMRP and
REQ.PERIODIn NSMP were setto two seconddor the fair
comparison.We alsousedthe samemovementscenariosand
thesamegroupscenarios.

B. SimulationResults

We first experimentedon the impact of FLOOD_PERIOD
on data delivery ratio and control overheadof NSMP. We
set maximum node speedto 40m/s and assumedhat there
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were two group sourcesand five recevers. Different val-
uesof FLOOD_PERIOD (2, 20, and 100 seconds)vere used
with different transmissionranges. In Fig. 6, we can ob-
sene that data delivery ratio doesnot dependmuch on the
frequeng of flooding route discorery when network connec-
tivity is high. It is becausenetwork partitionsandlocally un-
recoverablelink failuresrarely occur in such ervironments.
FLOOD_PERIODhasa greaterinfluenceon the datadelivery
ratio at lower network connectvity. When FLOOD_PERIOD
is 20 secondsdatadelivery ratio slightly drops,comparedo
when FLOOD_PERIOD is 2 seconds. But the differenceis
around1%. However, whenFLOOD_PERIODincreasedrom
20 secondgo 100 secondsdatadelivery ratio dropssignifi-
cantly. Becausehe control paclet overheaddecreasesignifi-
cantlywhenFLOOD_PERIODchangedrom 2 to 20 seconds,
and the paclet delivery ratios at FLOOD_PERIOD 2 and 20
secondsare almostthe same,we setFLOOD_PERIODto 20
secondsn thefollowing experiments.

We alsosimulatedo learntheimpactof preferringforward-
ing nodesin establishingareversepath. We usedthefollowing
metricfunction:

Metric=(1—a)x FC+ax NC, 0<a< L

And a path of smallermetric was selectedas a reversepath.
Thus,a > 0.5improvesrouteefficiency while a < 0.5results
in amorerobustmesh.Because valuessmalleror greatethan
0.5givealmostthesameresultsrespectiely, we simulatedwith
valuesof 0.45,0.5and0.55. Transmissiomangewassetto 250
meters,andthe maximumspeedvas10m/s. A grouphadtwo
sourcesandwe changedyroupsizesfrom 5to 20. Fig. 7 and8
shav thatwhena = 0.45, datadelivery ratio slightly increases
while moreforwardingnodeseadto moredatatransmissions.
Especiallywhenthereare 20 recevers,therearetwo timesas
mary datatransmissionsiswhena = 0.50. Whena = 0.55,
thereis lessthan 1% datadelivery ratio degradation,but data
transmissionarereducedy around20%. We canalsoobsene
in thisexperimenthatNSMP scalesvell with increasinggroup
size.We used0.55astherelative weightvaluein thefollowing
experiments.

We also comparedhe performanceof NSMP with that of
ODMRR In thefirst setof simulationswe changedhenumber
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Fig. 8. Datapaclettransmissionsvith differentweight

of sourcenodesto investigatethe protocol scalability Trans-
missionrangeis 250 meters,maximumspeedis 10m/s,and
a group hasfive recevers. In Fig. 9, NSMP is as effective

as ODMRP in datadelivery ratio, and the differenceis less
than1%. As showvn in Fig. 10, however, controloverheadde-

creasedy morethan15%regardlesof thenumberof sources.
Routeefficiency of NSMP alsoenabledargeimprovement(up

to 35%) in termsof datatransmissionsasshaovn in Fig. 11.

Fig. 12 shavs thatthe decreaseshumberof paclket transmis-
sionsleadsto reducedend-to-enddelay The differencesof

datatransmissionand end-to-enddelay betweenNSMP and
ODMRP increaseasthe numberof sourcesncreasesWe can
alsoobsenethatNSMP scaleswell with increasinghumberof

sources.

ODMRP —+—
NSMP -
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Fig.9. Comparisorof datadelivery ratio (sourcenumberchange)
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Fig. 10. Comparisorof control paclet transmissiongsourcenumberchange)
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Fig.11. Comparisorof datapaclet transmissiongsourcenumberchange)

In orderto investigateheimpactof mobility on NSMPB we
changedhe maximumspeedf mobile nodes.Fig. 13and14
shaw theresult. In this experiment,a grouphasthreesources
andfiverecevers.In Fig. 13, delivery ratio differencebetween
NSMP andODMRP s lessthan1%. However, Fig. 14 shavs
that datatransmissionsn NSMP are reducedby more than
30%,comparedo thosein ODMRR In Fig. 14, the amountof
datatransmissionslightly increasesasthe nodesmove faster
It is becausemore frequentlink failurescausemoreunneces-
sarynodesto be forwardingnodestemporarily Fromthis ex-
periment,we canconcludethat NSMP doesnot shav notice-
ableperformancelegradationdueto high mobility.

ODMRP —+—
NSMP -
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Fig. 12. Comparisorof end-to-endlelay(sourcenumberchange)
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Fig. 13. Comparisorof datadelivery ratio (speecthange)
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Fig. 14. Comparisorof datapaclet transmissiongspeedchange)

V. CONCLUSIONS

This papethasproposed new on-demandnulticastrouting
protocolfor adhocnetworks. Thenew routingschemeNSMP,
is basedon multicastmeshesand designedo minimize data
transmissiongndcontroloverheadn maintainingthemeshes.
A key conceptis to localizecontrolmessageto a small setof
meshnodesand group neighbornodesand minimize the fre-
queng of network-wide flooding. NSMP alsoattemptgto im-
proverouteefficiency by giving preferenceo forwardingnodes
in establishinga route. This leadsto reductionin datapaclet
transmissionandfurtherto decreasedveragedelayduetoless
contentionin a network.

We simulated NSMP using ns2 simulator and simula-
tion resultsreveal that NSMP effectively routesdatapaclets.
NSMP substantiallyreducescontrol overheadand decreases
datapaclet transmissiongomparedo ODMRR Also, NSMP
scalesvell with increasingyroupsizeandsourceanddoesnot
shav performancealegradatiorin caseof highmobility. Future
researcltouldbeonhow to adjusttheperiodof routediscovery
paclets.
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