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Correcting the Proximity Effect in Nanophotonic Phased Arrays
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Fig. 1. Nanophotonic phased arrays suffer from thermal proximity effect where one pixel being heated affects the temperature of
nearby pixels. This causes inaccurate phase modulation and noise in the formed image as shown in (a). The current state-of-the-art
methods, as shown in (b), are not able to sufficiently correct the proximity effect for our use case. We propose two proximity effect
correction (PEC) methods which are able to reduce the noise, as shown in (c) and (d). The proximal PEC method has the best
correction effectiveness. Images are chosen from the Common Objects in Context dataset [30].

Abstract—Thermally modulated Nanophotonic Phased Arrays (NPAs) can be used as phase-only holographic displays. Compared
to the holographic displays based on Liquid Crystal on Silicon Spatial Light Modulators (LCoS SLMs), NPAs have the advantage of
integrated light source and high refresh rate. However, the formation of the desired wavefront requires accurate modulation of the
phase which is distorted by the thermal proximity effect. This problem has been largely overlooked and existing approaches to similar
problems are either slow or do not provide a good result in the setting of NPAs. We propose two new algorithms based on the iterative
phase retrieval algorithm and the proximal algorithm to address this challenge. We have carried out computational simulations to
compare and contrast various algorithms in terms of image quality and computational efficiency. This work is going to benefit the
research on NPAs and enable the use of large-scale NPAs as holographic displays.

Index Terms—Nanophotonic phased array, proximity effect correction, proximal algorithms, phase-only hologram.
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1 INTRODUCTION

Nanophotonic phased arrays (NPA) are phased arrays operating at opti-
cal wavelengths. An NPA is composed of an optical power distribution
system, a phase modulation mechanism that can control the phase of
each pixel individually, and antennas for propagating phase-modulated
light into free space. NPAs can efficiently steer optical waves in the
desired direction and do so efficiently without any moving parts. Thus,
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they have found widespread applications in optical communications
(such as Khalighi and Uysal [20]), range-finding (such as Poulton et
al. [54]), and other fields. Recently, Sun et al. [63] and Notaros et
al. [44] demonstrated the use of the NPA as an augmented reality
holographic display. In this application, the NPA generates an optical
wavefront. Through careful phase modulation, text and images (or 3D
scenes) can be displayed for the observer to see. This use of NPAs is of
particular interest for graphics research into near-eye displays (NEDs).

Near-eye displays have become more popular with virtual and aug-
mented reality (VR and AR) going mainstream. In the current VR
and AR headsets, users’ eyes can only focus at one or a small number
of depths. This vergence-accommodation conflict (VAC) can lead to
visual discomfort, nausea, and cybersickness. Focus-tunable displays
have been shown to provide a preferable viewing experience [23]. Vari-
focal displays and light field displays have been proposed to address
this issue but they are either limited in angular resolution or involve
multiple moving components. Holographic displays recreate the optical
wave field of 2D images or 3D scenes. Therefore, the light observed by
the user looks as if it is coming from the real image or object, allowing
viewing from different perspectives. Holographic displays also form
images and 3D scenes at the desired depths for eyes to naturally focus
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on, thereby addressing VAC.

A holographic display modulates the phase and/or amplitude of light
at each pixel location to form the desired wavefront to be observed.
Previously, Liquid Crystal on Silicon Spatial Light Modulators (LCoS
SLMs) are the most common phase modulators for holographic dis-
plays. However, NPAs have gained popularity recently. One major
advantage of the NPAs over SLMs is their fast refresh rate. One refresh
cycle on the NPA includes heating each pixel to a certain tempera-
ture corresponding to the desired phase and cooling down to ambient
temperature. The simulation with our NPA design shows that it can
complete a refresh cycle within 10 ps, suggesting a 100kHz refresh rate
which is uniquely suitable for dynamic content as well as time-division
multiplexing operations such as color-switching and higher dynamic
range. The only other microdisplay capable of kHz-refresh rates is
the Digital Micromirror Device (DMD). It has been used for creating
near-eye displays in Rathinavel et al. [55]. However, the DMD can
only modulate binary amplitude patterns which limits the fidelity of
its image in a single frame. The NPA is capable of continuous phase
modulation. In addition, the NPAs support integrated light sources
where a laser is coupled to the NPA via an optical fiber, distributed to
each pixel and emitted by the on-board antennas. In this way, the NPA
displays can be made more compact as optical operations such as beam
expansion and polarization necessary for typical LCoS SLM or DMD
display systems are not required. LCoS SLMs also suffer from pixel
voltage crosstalk and non-linearity mapping between phase and voltage
which hinder accurate phase modulation.

Thermally-modulated NPAs, such as those in Doylend et al. [9],
Sun et al. [63] and our design, depend on the thermo-optical effect of
the materials to modulate the phase of a pixel. The phase of a pixel
can be changed from 0 to 27 by changing the temperature of the pixel.
The precise and independent control of the phase is needed to ensure
the successful display of desired 2D or 3D imagery. However, the
thermal proximity effect (PE), the phenomenon where the temperature
of one pixel affects the temperature of neighboring pixels, impacts the
accuracy of phase modulation and degrades the observed image. A
simulated example of the proximity effect negatively impacting the
formed image can be seen in Figure 1. Therefore, in order to form
the desirable images, this thermal proximity effect must be taken into
consideration. This problem is further complicated by the fact that
most NPAs only have heat generation mechanisms, with no cooling
capability, making some phase patterns impossible to realize.

There has been limited study on the problem of thermal proximity
effect on NPA holographic displays. But the proximity effect is present
in many processes and devices. In beam electron lithography and
optical communication using SLMs, the proximity effect is modeled
as a convolution, such as in Peckerar et al. [49] and Persson et al. [53].
In the former case, the correction is conducted as a deconvolution
with non-negative constraints on the solution. In the latter case, the
Gerchberg-Saxton phase retrieval algorithm is slightly modified to
produce a result that is somewhat resistant to the proximity effect.
Sun er al. [64] also consider the thermal proximity effect on NPAs
as a convolution and perform deconvolution on the phase under the
assumption of perfect amplitude modulation.

In this study, we consider the practical but more challenging case of
phase-only holograms on NPAs. Based on the thermo-electric simula-
tions, we also model the proximity effect as a convolution. We propose
two new methods for proximity effect correction. The first method
works by integrating deconvolution into the phase retrieval algorithm.
The second method uses the proximal algorithm to directly optimize
the displayed image on the NPA considering the proximity effect.

We start by investigating how the proximity effect negatively af-
fects the observed image quality on a phase-only NPA holographic
display. We implement the two new proximity effect correction meth-
ods mentioned above and compare their correction effectiveness with
existing solutions. Computational simulations are run with proximity
effect of varying severity and both qualitative and quantitative results
are presented. The factors affecting the correction effectiveness and
processing time of the methods are also investigated.

In summary, the goal of this study is to explore the proximity effect

on NPA holographic displays and propose new methods of correction’.
To the best of our knowledge, this is the first detailed analysis of phase-
only NPA-based holographic displays with the thermal proximity effect
and the first to come up with effective solutions.

The rest of the paper is organized as follows. In Section 2 we briefly
summarize the existing literature on several related topics including
near-eye displays, NPAs, computer-generated holography, and proxim-
ity correction. In Section 3, we describe how we model the proximity
effect on an NPA display. Then in Section 4, we describe our proposed
proximity effect correction methods. In Section 5, we show through
simulation the impact of proximity effect on the reconstructed far-field
image quality and the results of our proximity effect correction methods.
Discussions and limitations of our methods are presented in Sections 6
and 7.

2 RELATED WORK

We introduce some of the existing work on the various topics related to
this paper. This includes work on NPAs, NEDs, computer-generated
holography and the proximity effect correction.

2.1 Nanophotonic Phased Arrays

The phased array has been an active area of research since its invention.
The microwave version of the phased array was first realized in the
mid 1940s [12] and since then it has seen widespread use in applica-
tions such as radio detection and ranging (RADAR), broadcasting, and
astronomy. The invention of the optical version of the phased arrays,
the nanophotonic phased arrays, was made possible due to several ad-
vances starting from the invention of the laser in the early 1960s and
high-precision silicon photonics fabrication.

Optical beam steering using one-dimensional NPAs allows stable,
rapid, and precise beam steering without mechanical motion while
providing large scanning angles. Two-dimensional NPAs have several
applications, including LiDAR scanning and free-space optical commu-
nications. What is of particular interest to us is its use as a holographic
display. Sun et al. [63] demonstrate a novel NPA architecture capable
of integrating an optical directional coupler, a 27 tunable phase mod-
ulator and a nanoantenna within a compact 9 pm X 9 um unit and an
infrared image containing text information which can be observed in
the far field. Building an NPA on a silicon nitride platform can break
its operating wavelength limitation and expand its applications into
the visible spectrum. Raval et al. [57] show a static image with the
horizontal parallax and a viewing angle of 5° generated on an NPA
operating at 635 nm wavelength. Notaros et al. [44] demonstrate for
the first time an NPA-based visible-light near-eye holographic projector
where a holographic image encoding methodology has been used and a
3D cube can be observed by the eye. However, in most of the works
mentioned above, the phase shift for each pixel has been hard-coded
during manufacturing and cannot be dynamically changed. As a result,
only static images were shown. A notable exception is the work by Sun
et al. [63] where a small-scale (8 x 8) array with active phase tuning is
used to demonstrate infrared beam steering. Our NPA design supports
active phase tuning for visible light and addresses the challenge of cor-
recting thermal proximity effect that comes with thermally modulated
NPAs. A phased array with acousto-optic phase modulation has also
been shown by Grinenko et al. [15].

2.2 Near-eye Displays

Traditionally, near-eye displays use binocular vision to provide the par-
allax depth cue [22,42]. While these displays and the modern commer-
cial headsets can provide a very good field-of-view, they can only afford
a single focal distance which leads to the vergence-accommodation
mismatch. A comprehensive study by Rolland ez al. [58] provides an
engineering specification on the number of focal distances that is re-
quired to suppress the vergence-accommodation mismatch. To provide
multiple focal distances, Akeley ef al. [2] use several beamsplitters
placed at different distances from the viewer to reflect the content from
a single LCD monitor. Dunn ef al. [10] use a deformable membrane

'Example code available at https://www.cs.umd.edu/~varshney/NPA_PPEC.
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controlled by airtight cavities to modulate the focal distance. A gaze
tracker is used to sense the desired focal distance. Commercialized
focus-tunable lenses have also been used address VAC and vision cor-
rection in near-eye displays in Chakravarthula et al. [5] and Xia et
al. [67]. Aksit et al. [3] and Kim et al. [21] use a motorized linear stage
to move the optical combiner and the MOLED display on the optical
axis to adjust the focal distance.

Light field displays encode the radiance as a function of position
and angle [28] and have been shown to approximate the accommo-
dation to the extent limited by the angular resolution [37]. Light
field displays have been implemented based on a variety of under-
lying hardware platforms such as microlens arrays [25], attenuating
LCDs [17,34,36,66], and holographic optical elements combiner layer
with projectors [26,27]. Pamplona et al. [46] and Huang et al. [18] show
that light field displays can correct impaired vision such as myopia
and presbyopia and higher-order aberrations. A method to compute
the optimal imagery on such displays with multiple focal planes has
been described [43]. However, the angular resolution of light field
displays is limited by the number of different views which together
with the spatial resolution is bound by the device’s form factor and
pixel density. Attempting to further increase pixel density can lead
to undesirable diffraction artifacts. Padmanaban et al. [45] solve this
problem to some degree with Overlap-Add Stereogram (OLAS) at the
cost of more intensive computation. Mi et al. [7,41] have shown that
the accommodation problem can be circumvented with a type of retinal
scanning display that directly projects the image onto the user’s retina.

Holographic displays have been built with pre-recorded holographic
optical elements [3,21] or with dynamic phase spatial light modula-
tors [35,61] or a combination of both [19]. This technology has the
potential to fully address some hard problems faced by the current gener-
ation of VR and AR near-eye displays such as vergence-accommodation
conflict. However, the refresh rate and form factor of the holographic
displays falls short of what the NPA technology can provide.

For more details on near-eye displays we refer the interested reader
to the comprehensive survey by Koulieris ez al. [24].

2.3 Computer-Generated Holography and Phase-Only
Holograms

Various methods have been proposed for computer-generated hologra-
phy (CGH). For Fourier holograms, the holographic pattern of an image
in the far field can be calculated as its Fourier transform. Lohmann et
al. [31] show that a binary representation of the Fourier hologram can
achieve good reconstruction quality for letters in a 2D image.

Fresnel holograms are calculated by considering the various scene
objects, such as points and polygons, as a collection of light sources.
Waters [65] synthesized a Gabor-style hologram by calculating the
interference pattern from the light emitted by each point on an object
and the illumination beam. Directly computing the interference pat-
tern from every point is computationally intensive. Lucente [32] uses
a look-up table corresponding to the interference contribution from
points at each location in the image space and achieves a 43 x speedup.
Yoshikawa et al. [69] use approximation methods to calculate the dis-
tance from a point source to a holographic pixel. Stereograms are small
regions of a hologram. They each record the diffraction pattern of a por-
tion of the scene instead of the entire scene and are used in Lucente and
Galyean [33], Xu et al. [68], and Shi et al. [61] to reduce the amount of
computation. More recently, Eybposh ez al. [11] train an unsupervised
convolutional neural network that outputs the near-field phase for a
given desired image in real-time. Peng et al. [52] employ a camera in
the hologram calculation process to iteratively optimize the hologram
based on captured observation from the camera. These holograms are
used to train a neural network that can output high-quality holograms
in real-time.

Ziegler et al. [72] develop a conversion technique between the light
field representation and the holographic representation of a scene. Pad-
manaban et al. [45] use this conversion to develop the OLAS algorithm
to escape the trade-off between spatial and angular resolution in tradi-
tional light-field displays. Ways to add occlusion or change lighting in
a hologram have also been explored in Ziegler et al. [73].

While an optical wavefront contains both phase and amplitude, many
currently available holographic displays are only capable of modulating
either only the amplitude or only the phase. Aksit [1] use a learning-
based optimization approach to calculate the amplitude hologram that
enhances the spatial resolution by up to four times when illuminated
with a fast-refreshing locally-addressable backlight. The NPAs we are
investigating here is only capable of phase modulation. Therefore, a
method to convert fully complex holograms to phase-only holograms
is required. Gerchberg and Saxton [14] proposed the first of a fam-
ily of iterative phase retrieval algorithms that generate a near-field
phase pattern which coupled with a predefined near-field amplitude
pattern can propagate to form the desired far-field amplitude. We dis-
cuss this algorithm and our modifications in Section 4.1. The original
Gerchberg-Saxton (GS) algorithm uses Fourier transform to approxi-
mate the Fraunhofer diffraction over a long distance. Fresnel diffraction
is also frequently used in a similar way when the propagation distances
are shorter.

Several researchers have made modifications to the iterative phase-
retrieval algorithm. Masuda et al. [40] added a binarization step after
the propagation from the object plane to the hologram plane to extract
a binary phase. Similarly, Persson et al. [53] and Gemayel et al. [13]
add a convolution step to counter the pixel voltage crosstalk on SLMs.
However, these methods require heavy padding of the image to be ef-
fective and in our opinion do not make the full of the limited resolution
on holographic displays. Nevertheless, we include these methods as the
most recent existing proximity effect correction method even though
the cause of proximity effect in our case is different.

A recent work on phase retrieval is Chakravarthula ef al. [6] using
non-convex optimization based on Wirtinger derivative. Our proposed
proximal proximity effect correction method also uses non-convex
optimization and shows that it can effectively and efficiently correct
thermal proximity effect in NPAs.

2.4 Proximity Effect Correction

Parikh [47] introduces a self-consistent technique that provides a math-
ematically unique solution to the PEC problem given the proximity
function by solving a set of linear equations. This technique is accom-
panied by a second technique that compensates for the unaddressed
regions by solving an overdetermined system of equations. Carroll [4]
expresses the PEC problem as a linear programming problem with
constraints derived from the addressed and unaddressed pixels.

Chow et al. [8] use an image deconvolution approach based on the
convolution theorem to efficiently solve the PEC problem. Similarly,
a matrix inversion approach to deconvolution is tested by Peckerar
et al. [51]. These deconvolution-based methods are likely to produce
negative entries in the result, which is not physically acceptable. Simple
techniques have been proposed to address this problem such as setting
them to zero (chopping) and adding a background value equal to the
absolute of the minimum entry (shifting) in Marrian et al. [39]. A more
advanced method to avoid negative entries is to add a regularizer to
the cost function in the gradient-descent method. One such regularizer
used in [39,51] is proportional to the Shannon entropy of the pattern.
Alternatively, Peckerar et al. [50] express the non-negative requirement
as well as the incident dose as constraints in a linear programming
problem that minimizes the total dose. Sun et al. [64] try a number
of PEC methods including quadratic programming on an NPA model
that suffers from proximity effect in phase modulation but assumes
independent and ideal amplitude modulation. Our work addresses the
more practical, but also more challenging case of thermal proximity
effect correction on a phase-only NPA.

There are many more PEC methods in E-beam lithography that we
are not able to cover in the entirety here. We refer interested readers to
Li [29] for a thorough review.

3 NPA HOLOGRAPHIC DISPLAY

This section describes the basic structure and operation of an NPA
display. The description is based on an NPA of our design currently
under development. The differences between this NPA design and
previous NPAs such as those in Sun et al. [63] and Raval et al. [57] are
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out of the scope of this paper. The focus of this study is the thermal
proximity effect which is common in all thermal-modulated NPAs and
its correction methods. Therefore, we first explain the phase modulation
in Section 3.1, followed by how we model and quantify the thermal
proximity effect in Section 3.2.

3.1 Phase Modulation

W Antenna (sisNy)
W Heater (Auand Ni)
[ interconnection (Al)

Circuit Chip

Fig. 2. The NPA display with electronic and optical layers is shown in
(a). The optical power is evenly distributed into each pixel. Therefore,
the near-field (b) has uniform amplitude. The antennas (c) propagate
the near-field wavefront to form the image to be observed at the desired
depth.

Figure 2(a) shows the schematics of the NPA we have developed.
Each array unit (a pixel) consists of a tunable thermo-optical phase
shifter that is coupled to an optical antenna. The refractive index of the
phase shifter changes with temperature. Therefore, phase modulation
can be achieved by heating each pixel. Special efforts have been put
into reducing the physical size of the phase shifter while maintaining
its sensitivity to temperature change. This way, the array can be small
and a complete 27 phase shift can be achieved with a relatively small
temperature range, thus achieving high energy efficiency. The optical
power is evenly distributed into each pixel by a precise design of the
directional couplers. Therefore, a uniform amplitude is achieved in the
near field, as shown in Figure 2(b). The phase of the NPA holographic
display pixel is modulated with the temperature. An electronic chip
(green layer in Figure 2) is used to control the heating of each pixel.

There is a linear relationship between the phase ¢; of a pixel j and

its temperature 7} (above room temperature), expressed in Equation 1.

¢ =T 1)

Note that 7; must be non-negative for physical feasibility. From the
simulations run on our design, + is inferred to be 17 rad °C™! for
630 nm red laser. With precise phase shifter design, y is proportional
to the wavelength, i.e. v = 7= rad °C~! for green (530 nm) and
v = 15z Tad °C~! for blue (445 nm) lasers. Given the desired 2D
phase pattern of a hologram, we can find the desired 2D temperature

profile T with Equation 1.

3.2 Thermal Proximity Effect
The thermal proximity effect in the NPAs is the phenomenon where one

pixel affects the neighboring pixel’s temperature when it is being heated.

Similar proximity effects are present in beam electron lithography and
LCoS SLMs. In Peckerar et al. [49] and Persson et al. [53], the relation
between the energy deposited and energy absorbed and the pixel voltage
crosstalk are both modeled as convolutions. We also model the thermal
proximity effect in the NPAs as a convolution. To quantity the proximity
effect, we simulated a 5 X 5 array where we supplied the center pixel
with power and measured the temperature on all pixels. An illustration

of this thermal proximity effect can be seen in Figure 3. The data for
this figure is obtained from fitting a Gaussian to the 25 values from the
simulation on a 5 X 5 array which is described below.

100

Temperature (°C)

illl;';;' v‘:‘:“.}\?“‘}“‘-\s“\ 40

0

Fig. 3. Thermal crosstalk arising from power being supplied to the center
pixel ona 5 x 5 array.

Using the measurement, we derive the following relationship:

_d(.R)?
Tis; =Tre o2 2)

T}y ; refers to the temperature rise in pixel j caused by pixel &,
T; and T}, are the temperatures of pixels j and k before considering
the proximity effect and d(j, k) is the distance between pixels j and
k measured in pixels (px). The temperature ’f] of pixel j considering
the proximity effect is the sum of 7} and the contributions from all
surrounding pixels, expressed in Equation 3. The temperature of the
entire NPA can be expressed as the convolution in Equation 4 where T’
and 7 are the 2D temperature profiles before and after considering the
proximity effect and * is the convolution operation.

Ty =Tj+ Y Ti; 3)
k#j
T=T+K, @

We derive that ¢ = 0.66 px based on the data obtained from thermal-
electrical simulations. The convolution kernel K, in Equation 4 can
be constructed using . We have used kernels of size 7 X 7 in our
simulations.

The severity of the thermal proximity effect is quantified by the
value of 0. Even though we derived that in our current design o = 0.66
pX, factors such as the thermal conductivity of the materials of the NPA
and the pixel pitch could affect this value. For example, if the pixel
pitch is reduced, heating one pixel would affect the temperature of its
neighboring pixels more as they are closer to the pixel being heated.
The impacts of the thermal proximity effect and the effectiveness of
the correction methods are presented with varying levels of the thermal
proximity effect in Section 5.

4 PRoOXIMITY EFFECT CORRECTION

In this section, we describe our novel proximity effect correction meth-
ods for phase-only NPA holographic displays. The first method is based
on the Gerchberg-Saxton iterative phase retrieval algorithm. In this
method, a deconvolution step is introduced to the source amplitude
constraint in each iteration. We refer to this method as the Iterative
Proximity Effect Correction (IPEC) method. The second method which
we call the Proximal Proximity Effect Correction (PPEC) method, is
based on the proximal algorithm. We use the proximal algorithm to
directly find a near-field phase pattern that minimizes the difference
between the far-field intensity it forms under the proximity effect and
the desired image.
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4.1 lterative Proximity Effect Correction

The Gerchberg-Saxton iterative phase retrieval algorithm is a classic
and well-known algorithm for calculating phase-only holograms. We
do not wish to reiterate this algorithm in detail here but instead focus on
how we integrate proximity effect correction into it. For completeness,
we present a detailed description of this algorithm in the supplemental
material.

The pseudocode for the IPEC method is presented in Algorithm 1.
The inputs to this algorithm are S, 7 € RM*¥ the source and target
amplitude patterns each of size M x N. The source amplitude S is
the near-field amplitude on the NPA. According to Section 3, S is
uniform in our setting. The target amplitude 7 is the amplitude we
wish to form in the far field. The phase retrieval algorithm finds the
near-field phase that coupled with S produces the far-field amplitude
T. A random initial phase ¢o € R**" may be used to initialize
the algorithm. The function “phs” returns the phase of a complex
wavefront. We use the Fourier hologram model where the propagation
of the near-field wavefront to the observation plane is approximated
with a Fourier transform. F represents the discrete Fourier transform.
Let P(¢) be the function that applies the proximity effect to the phase
pattern ¢. P~ is the reverse process.

Algorithm 1: Iterative Proximity Effect Correction
input :S, 7, ¢o
output : ¢, ]
A= FHT -e0);

while Within maximum iteration do

¢r = P~ ' (phs(A));
B =38P (source amplitude constraint);
C = F(B);
if Termination condition met then
| break;
end
D =T - ™) (target amplitude constraint);
A=F (D)
end

We integrate the proximity effect correction into the phase retrieval
algorithm by modifying the step of the source amplitude constraint.
Originally, the source amplitude constraint is applied by having B take
the amplitude S and the phase of A. In our iterative proximity effect
correction method, B takes the same amplitude S but the phase after
taking the proximity effect and its correction into account. Specifically,
the phase is P(P ™" (phs(A))). P~" takes into consideration the non-
negative constraint. Therefore, in most cases, P(P~*(¢)) # ¢.

A good termination condition can be the difference, |7 — |C|||r,
between the amplitude of C' and the target 7 becoming small enough.
While this works well with the original phase retrieval algorithm, we
find it hard to define a threshold when P! is introduced. Instead, we
terminate when the minimum and maximum values of |7 — |C/|| are
not updated for several consecutive iterations.

In our setting, P is a convolution, i.e. P(¢) = K * ¢ where ¢ is a
2D phase pattern. P~ is therefore a deconvolution with non-negative
constraints. We can express P! in the following form. Mxx = ¢

is the matrix form of the convolution. Mx € RMNXMN b, x €
RMNx1

P! (¢) = argmin | Mgz — |5 (5)
st. x>0

A basic deconvolution method is matrix inversion. If M is non-
singular, which it is in our case, we can simply take * = M gl(j).
In practice, it is faster and more robust to solve the linear system
Mg x = ¢. However, this method is likely to produce a solution that
contains negative entries corresponding to a temperature lower than

the room temperature. This is physically impossible to achieve on the
current design of the NPA.

A more robust deconvolution method is quadratic programming,
which is formulated in Equation 6. Traditional quadratic programming
algorithms such as the interior-point algorithm can be used. Alterna-
tively, we can use gradient descent to minimize the cost function in
Equation 6 and use a regularizer to ensure the solution is non-negative.

. 1
min §:BT(M;T<MK)CB + (—¢TMK)93 (6)
st. >0

In the simulations, we use the quadratic programming deconvolution
method described above.

4.2 Proximal Proximity Effect Correction

In the proximal proximity effect correction method, we set out to find
the near-field phase pattern that minimizes the difference between the
far-field intensity it forms under the proximity effect and the desired
image I. Namely, given the image I € RM*¥  we want to find the
non-negative near-field phase pattern X € R™ MXN that minimizes
g(X) in Equation 7. U(X) is the intensity of the wavefront the NPA
with input phase X forms in the far field, which can be calculated in
Equation 8. Again, P(X) is the result of the proximity effect on the
input phase X. It should be noted that the proximity effect should
be applied to the temperature instead of the phase. However in our
case, since there is a relationship between the phase and temperature
on the NPA, we directly use the phase X for simplicity in the problem
formulation.

9(X) = |UX) - I|% )
U(X) = |[F(e"))? ®)

Proximal algorithms are generally used for solving convex optimiza-
tion problems [48]. However, as is shown in Heide et al. [16] and will
be shown in Section 5, the proximal algorithms can also work well on
our non-convex problems.

The proximal algorithms work by repeatedly evaluating the proximal
operator. The proximal operator of a function f is defined as follows
([48]). A is the step size parameter.

1
prox, (v) = argmin(f(z) + oy [lv — v|13) ©9)

To enforce the non-negative constraint, we add an indicator function
to the cost function f(X) in Equation 10.

FX) =g(X) +e(X) (10
e(X) = Lo, + int) (X) 1

Various proximal algorithms have been proposed. In this study,
we use the accelerated proximal gradient algorithm. This algorithm
splits the cost function into two parts, one of which is differentiable.
In our case, f(X) is the differentiable term. Let X* and \* be the
solution and the step size in iteration k. Y'* is the extrapolated solution
in iteration k whose purpose is to move the solution a step further
towards convergence. The algorithm is carried out iteratively according
to Equation 12.

YR = xR xE - xR

XM = prox, (Y — Mewg(yFT)) (12)

A simple choice for w" is %H [48]. The proximal operator of
the indicator function prox, .(v) projects the input v into the non-
negative space. The gradient of the function g(X), Vg(X), has been
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Basic Iterative PEC
Gemayel et al. [13]

Original

Proximal PE

Iterative PEC

Fig. 4. This figure compares the various Proximity Error Correction (PEC) methods. The proximity effect level used in the first two rows is o = 0.66
px. At this level, the IPEC results are noisy but still reasonable. The proximity effect level for the bottom row is o = 0.8 px. At this level, the results
from the IPEC methods are incomprehensible but the Proximal PEC method provides readable results. The images in the first two rows are from the
LIVE dataset (Sheikh et al. [59,60]) and the newspaper image in the bottom row is from the CHRONIC dataset (Smits and Faber [62]).

derived in the supplemental material. The function “Re” takes the real
components of a complex value. X is the complex conjugate of X. K
is the convolution kernel.

Vg(X) = 4K «Re{[ie’T ™) . F(U(X) = 1) - P} (13)

5 SIMULATIONS

We have carried out our computational simulations on a dataset con-
taining 29 real-life images (Sheikh er al. [59,60]) and an additional
newspaper image containing text from the CHRONIC dataset (Smits
and Faber [62]). Our software implementation uses Matlab running on
an Intel 9900K CPU. We present the simulation results in color as our
proximity effect correction methods are applicable to all wavelengths.
Multi-color displays can be easily implemented by coupling three lasers
into the NPA.

5.1

As mentioned before in Section 4.1, we perform the deconvolution
by minimizing the residual || Mx® — ¢||5 while maintaining = >
0. Specifically, the cost function f(x) to minimize in the proximal
algorithm is the following.

Implementation and Test

f(@) = g(®) + c(z) (14)
9(@) = L& (MEM)@ + (~¢" Mi)z (15)
(@) = Zio,inf) () (16)

We use the accelerated proximal gradient algorithm. The gradient of
g(x) is evaluated as the following.

Vg(z) = MjcMyx — ¢" Mg a7

For the PPEC method, we use the accelerated proximal algorithm
exactly like described in Section 4.2. We use the residual change to de-
termine when to terminate the algorithm. Let X* be the solution in iter-
ation k. The residual is g(X*) from Equation 7. Let r* the change in it-

. . . . _ahng]C—‘t‘1)(1671
eration & compared to the previous iteration. r, = %.

We terminate the algorithm when 7, drops below 0.001.

In addition to showing the simulated reconstructions of the far-field
images, we also quantify the quality of these images with structural
similarity index (SSIM) from Wang et al. [71]. The power of the
luminance, contrast, and structure terms we use in the SSIM are all 1.
SSIM(I, R) measures the similarity between the input image I and the
reference image R. When I and R are identical, SSIM(I, R) = 1. As
the similarity decreases, so does the SSIM. We have also considered
two other image quality metrics, the classic Peak Signal-to-Noise Ratio
(PSNR) and a neural network-based perceptual similarity by Zhang
et al. [70]. We did not find any contradictions between these image
metrics and direct observation in our tests. The larger the proximity
effect level, the more noise is present and the lower the quality metric
score gets. For more detail on these image quality metrics in our test,
please refer to the supplemental material.

5.2 Correction Effectiveness

We first present the qualitative visual results in Figure 4. The original
images are shown on the left as references. We also include the method
in Persson et al. [53] and Gemayel et al. [13] in the second column. We
refer to this method as the Basic Iterative Proximity Effect Correction.
The basic IPEC method skips the deconvolution step when applying
the source amplitude constraint, namely using B = S - ¢'* (Phs(4))
Algorithm 1. The results of the IPEC method and the PPEC method are
presented in the remaining two columns, respectively. The proximity
effect level in the first two rows is ¢ = 0.66 (px) corresponding to our
sample device. To show the impact of a greater proximity effect level
especially on text-rich images, we use ¢ = 0.8 (px) in the third row
with the image of a newspaper.

It can be seen from Figure 4, the IPEC method performs much better
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than the basic IPEC method and is able to produce reasonable results.
However, it is still not able to effectively correct high levels of proximity
effect. The PPEC method has the best correction effectiveness of all
methods compared and is the only method that can recover text-rich
images when the proximity effect level is high. At high proximity effect
levels such as o = 0.80 px, a vignette effect (where the center of the
image is brighter than the border region) can be observed in the results
of the basic IPEC as well as IPEC. This is because the proximity effect
is modeled as a Gaussian convolution. When the proximity effect is
high, the Gaussian kernel gets flatter and the near-field phase becomes
more uniform. Since the Fourier transform is used to approximate the
propagation, more energy gets focused around the center in the far field.

Figure 5 shows how the average image quality degrades with in-
creasing amounts of proximity effect for the methods. We observe that
the image quality degrades with increasing proximity effect o for the
IPEC method. The PPEC method retains the best image quality at all
proximity effect levels. At o = 0.66 px, the IPEC and PPEC meth-
ods improve the SSIM image quality metric by 121.26% and 249.98%
compared to the basic IPEC method, respectively.

0=0.66
0.9+

0.8+
0.7+
0.6
=
»n 0.5r
(2]
0.4
0.3

0.2+

=== Basic lterative PEC
Iterative PEC
Proximal PEC

S E—

0 ‘ I
0 01 02 03 04 05 06 07 08 09 1
o (px)

0.1+

Fig. 5. Image quality degradation for various methods. This figure is
plotted with interpolated data from simulations where o ranges from 0.10
to 1.00 px with a 0.10 px interval.

5.3 Processing Time

We also look at the processing time of the proposed proximity effect
correction methods. Two factors may impact the processing time, the
severity of the proximity effect and the resolution of the image.

The processing time of the proposed methods with increasing ther-
mal proximity effect levels is presented in Fig 6. It is clear at first
glance that the IPEC method is very time-consuming. It is to be ex-
pected since IPEC is an iterative method and at the same time, the
deconvolution in each iteration is also implemented in an iterative man-
ner. The PPEC method is able to maintain a much faster processing
speed than the IPEC method. The processing time for the PPEC method
also increases with the proximity effect level. The basic iterative PEC
method is the fastest of the three methods tested. However, as shown in
Figure 4 and 5, this method does not provide sufficient proximity effect
correction.

The processing time of the methods with increasing image resolu-
tion is shown in Figure 7. The processing time increases with image
resolution for both the IPEC and PPEC methods.

5.4 Spatial Frequency of Images

Since the Gaussian filter used in the convolution modeling of the ther-
mal proximity effect is a low-pass filter, we want to investigate whether

= Basic Iterative PEC.
lterative PEC
Proximal PEC

=== Basic lterative PEC|
lterative PEC
Proximal PEC

Processing time (s
8
Processing time (s

o (Px) a(px)

384 x 256 768 x 512

Fig. 6. The processing time of the proposed proximity effect correction
methods with increasing levels of proximity effect at respective resolution.
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Fig. 7. The processing time of the proposed proximity effect correction
methods on images of increasing resolution. The image aspect ratio is
kept at 3 : 2. The resolution on the x-axis indicates the vertical resolution
of the image.

the spatial frequency of the image affects the image quality of the
proximity effect correction methods.

To test this, we prepare images filtered by low-pass filters with sev-
eral frequency cutoff thresholds. We use the Butterworth low-pass
filter to avoid the ringing artifacts in the filtered images. The low-
pass filter we use is expressed in Equation 18. f(u,v) is the normal-
ized distance from (u,v) to the center of the spectrum. f(u,v) =

\/(i—’j —0.5)2 + (22 — 0.5)2. f, is the frequency cutoff threshold.

We use frequency cutoff thresholds f. = 0.1,0.2,0.3,0.4,0.5. The
results of the PEC methods on the low-pass-filtered images are shown
in Figure 8.

BLPF(I) = F'[F(I) - H]

1
H(w.) = T F o) /708

As can be seen in Figure 8, there is no significant change of image
quality with different image spatial frequencies. This may be because
the thermal proximity effect mainly causes noise artifacts in the recon-
structed images rather than blurring.

18
19

6 DISCUSSIONS

In this work, we propose the iterative proximity effect correction which
integrates deconvolution into the iterative phase retrieval algorithm and
the proximal proximity effect correction which directly finds the phase
that optimizes the formed image under thermal proximity effect. In this
section, we discuss some details of the proposed methods.

6.1 Improving IPEC

As can be seen in Figure 5, the PPEC method achieves better image
quality at all the thermal proximity effect levels tested. In fact, the
PPEC method is able to maintain the image quality with increasing
thermal proximity effect levels, albeit at the cost of slightly longer
processing time (see Figure 6). IPEC methods perform reasonably well
at lower proximity effect levels. But at high proximity effect levels,
the IPEC method inevitably breaks down. An example with proximity
effect level 0 = 0.8 px can be seen in Figure 4 bottom row. However,
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Fig. 8. The results of the basic iterative PEC method (top row) and the
iterative PEC method (middle row) and the proximal PEC method (bottom
row) on low-pass filtered images. The images (left column) are the results
of the respective PEC methods applied to a low-pass filtered image with
frequency cutoff threshold f. = 0.2 at proximity effect level o = 0.7 px.
The image qualities of each PEC method at different proximity effect
levels on images with different frequency cutoff thresholds are shown
in the right column. We run the methods on each image five times and
show the average image quality.

some techniques can be applied to the IPEC method to further improve
image quality.

The first technique is time-division multiplexing (TDM). We observe
that the artifacts in the IPEC results are noise artifacts. We can run
the IPEC method multiple times with different initial phase ¢o and
display the different resulting phase patterns in consecutive frames.
This would increase the processing time of the IPEC method. The
TDM technique uniquely takes advantage of the fast refreshing nature
of the NPA. We can simulate the TDM by averaging the resulting far-
field images, which are shown in Figure 9(a). Obviously, if IPEC is
run for n times, the TDM technique would take n times the processing
time of the IPEC method.

The other technique is to pad the desired image with a background
region. In the iterative phase retrieval algorithm, a signal region and
a background region on the wavefront can be specified. The two
regions have no intersection. We want the signal region to display
the desired amplitude pattern therefore the target amplitude constraint
is only applied in the signal region. The background region offers
more freedom to phase manipulation. We have included more detail
on the iterative phase retrieval algorithm in the supplemental material.
An example of this technique is shown in Figure 9(b). The padding
technique uses more pixels for a given image than PPEC and wastes a
portion of the display. Padding also increases the processing time.

A comparison of the two techniques with the IPEC and PPEC meth-
ods is shown in Figure 10. As can be seen, both techniques perform
much better than the original IPEC method without the techniques.
The two techniques achieve comparable image qualities to the PPEC
method at lower proximity effect (¢ < 0.7 px). This indicates that

(c) Initial padded image

(d) Result padded image

Fig. 9. (a) shows the result of TDM application to the IPEC method with
10 different initial phase. (b) shows the of result of the padding technique
applied to IPEC method. The center signal region is shown. The image
is padded from 171 x 256 to 512 x 512. The initial and result padded
images are shown in (c) and (d), respectively. The thermal proximity
effect level is o = 0.66 px for both techniques.

the IPEC method has the potential to achieve comparable correction
effectiveness as the PPEC method. However, it is necessary to find fast
deconvolution methods for the IPEC method to be efficient.

.
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Fig. 10. IPEC with TDM and padding techniques compared to the original
IPEC method and the PPEC method.

6.2 Pixel Pitch and Thermal Proximity Effect

Reducing the pixel pitch is one of the most effective ways of improving
the quality of a holographic display. Given the form factor of the display,
reducing the pixel pitch not only increases the number of pixels but also
improves the field-of-view of the display. The importance of pixel pitch
has been discussed in a number of studies on LCoS based holographic
displays such as Shi ez al. [61] and Jang et al. [19]. The same principle
also applies to NPA holographic displays. It is easy to see that when the
pixel pitch decreases, the pixels are more densely packed and each pixel
is affected more by the heat from neighboring pixels. This is highly
likely to lead to a more severe proximity effect. The PPEC method
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is the only effective correction method at the moment to address this
problem.

6.3 Choice of Proximal Algorithm

There are multiple variations of the proximal algorithm. Two examples
are the proximal gradient algorithm and the ADMM (alternating direc-
tion method of multipliers). Both algorithms can be used to minimize
the function f(X) = g(X) + ¢(X) in Equation 10. In the proximal
gradient algorithm, let X* be the solution in iteration k. The update in
iteration k + 1 is the following.

Xk = prox, .(Xx) (20)

In the ADMM algorithm, the updates in each iteration are the fol-
lowing. X* and Z* converge to each other and are in the domains of f
and g respectively.

XM = prox, (2" - U*) 1)
Z"H = prox, (XM + U) (22)
Uk+1 _ Uk + Xk+1 _ Zk+1 (23)

The main difference between the two algorithms is the evaluation
of the proximal operator of the function g(X). g(X) is a non-linear
function, and minimizing it is the core of the proximal proximity effect
correction problem. Since it is difficult to evaluate prox, , we use the
proximal gradient algorithm which only involves calculating the gradi-
ent of g(X). In practice, we use the accelerated version of the proximal
gradient algorithm. Its update steps are described in Section 4.2. The
accelerated proximal gradient algorithm has an extrapolation step that
can be interpreted as moving the solution a step faster towards the
optimal.

In the implementation of the quadratic programming deconvolution
in the IPEC method, we also use the proximal algorithm. Even though
there exists closed-form evaluation of the function g() in Equation 15
(see Parikh and Boyd [48]), it still involves solving a linear system
with tens of thousands of variables. We have found that the accel-
erated proximal gradient implementation is faster than the ADMM
implementation.

6.4 lterations of PPEC

Here we show how the image quality improves over the iterations in
the PPEC method. An example with proximity effect level o = 0.66
px is shown in Figure 11.
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Fig. 11. Image quality improves over the iterations. The orange dashed
line indicates the change in the residual compare to the previous iteration.
o = 0.66 px in this case.

The image quality improves over the iterations. We use the residual
change r* to determine when to terminate the algorithm. We terminate
the algorithm when 7* drops below 0.001 at which point the image
quality changes very little. The simulated observations of the PPEC
method at several iterations before termination can be seen in the
supplemental material.

7 LIMITATIONS AND FUTURE WORK

Our simulations have shown that the proposed PPEC method achieves
very good correction effectiveness across different proximity effect
levels. However, there are still limitations to this approach. The NPA’s
properties can help addresses some of the limitations. Some of the prop-
erties may pose problems as well. Here we list some of the limitations
and propose potential solutions.

7.1 Amplitude Modulation and Diminished Reality

NPAs have the advantage of fast refresh rate and integrated light source.
However, NPAs also have limitations. The integrated light source
makes it difficult for NPAs to modify the light from the real scene in
augmented reality. Reflective or transmissive SLMs can modify the
wavefront from the real scene that reaches them, achieving diminished
reality or occlusion of real objects in AR, such as in Rathinavel et
al. [56]. Combining LCoS SLMs can expand the capabilities of NPA
holographic displays.

7.2 Choice of Initial Phase

The initial phase value of X in the PPEC method has an effect on the
result. We find that a constant value often leads to poor image quality or
an excessively long time to convergence. We use random values in our
implementation and about 1% of the PPEC results suffer from slight
speckle noise. We currently deal with this by detecting the noise and
rerun PPEC with a different initial value. Heide et al. [16] propose to
use the result from the iterative phase retrieval algorithm as the initial
value for the phase retrieval using the proximal algorithm. We do not
think it is a viable choice for us because the iterative phase retrieval
would add to the processing time of the method. Still, the intermediate
result of the iterative method after only a few iterations may offer better
robustness for our method.

7.3 Acceleration

We have implemented the proposed PEC methods in Matlab running
on the CPU for fast prototyping. Currently, it takes our implementation
of the PPEC method 6.61s on average to process an image in our
simulations. We expect a speed-up of at least 100 times when we
move to parallelized implementation on the GPU, similar to the speed-
up reported in Padmanaban er al. [45]. It is possible to bring the
processing time to real-time rates through hardware improvement and
massive parallelization in the future.

7.4 Larger Proximity Effect for PPEC

We have shown that the PPEC method effectively corrects the proximity
effect within the tested range (from o = 0.10 px to 1.00 px). While this
is a realistic range in which our NPA design lies, the PPEC method may
not suffice at higher proximity effect levels. For example, at o = 1.50
pX, the average SSIM of the PPEC method is 0.48, and at o = 2.00 px,
the average SSIM drops to 0.30.

7.5 3D Holograms

In this study, we have explored proximity effect correction on NPAs
to form 2D images. Holographic displays truly shine at displaying
realistic 3D scenes at the correct depth. The most naive approach
would be to generate the phase-only hologram of a 3D scene either with
double-phase encoding (such as in Maimone et al. [35]) or multi-plane
phase retrieval (such as Makowski et al. [38]) and apply deconvolution
to the phase-only hologram. Or we can integrate deconvolution into the
multi-plane phase retrieval just like the proposed IPEC method. Noise
and discontinuity in the depth can be expected from these approaches.
Another approach that takes advantage of the fast refresh rate of the
NPA is time-division multiplexing. Similar to what is suggested in
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Chakravarthula et al. [6], we can divide the 3D scene into a stack of
images at different depth and apply PPEC to each image. The results
are displayed in consecutive frames. The PEC methods need to adapt
to a different wave propagation model that specifies the propagation
distance such as the Fresnel propagation or Fraunhofer propagation.
We also plan to look at direct optimization methods that optimize the
3D scene as a whole.

8 CONCLUSION

Nanophotonic phased arrays have several advantages in its use as a
holographic display. The integrated light source enables small-factor
integration and the fast refresh rate is ideal for dynamic content. The
use of NPA in a near-eye display has been demonstrated in Notaros et
al. [44] and other works. However, the use of a large scale dynamically
modulated NPA as a holographic display has not been achieved. We
propose two proximity effect correction methods to address the ther-
mal proximity effect issue faced by NPA holographic displays. The
proximal proximity effect correction is the obvious choice as it is faster
and more effective in correcting proximity effect at all proximity effect
levels. The iterative proximity effect correction is effective at low prox-
imity effect levels and the correction effectiveness can be improved
with TDM or padding techniques. The IPEC method is also readily
applicable to multi-plane scenes. However, more efficient deconvolu-
tion methods with non-negative constraints are required for the IPEC
method to be practical.
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