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Traditional geometry representations have focused on representing the details of the geometry in
a deterministic fashion. In this paper we propose a statistical representation of the geometry that
leverages local coherence for very large datasets. We show how the statistical analysis of a densely
sampled point model can be used to improve the geometry bandwidth bottleneck both on the
system bus and over the network and for randomized rendering without sacrificing visual realism.
Our statistical representation is built using a clustering-based hierarchical principal component
analysis (PCA) of the point geometry. It gives us a hierarchical partitioning of the geometry into
compact local nodes representing attributes such as spatial coordinates, normal, and color. We
pack this information into a few bytes using classification and quantization. This allows our repre-
sentation to directly render from compressed format for efficient remote as well as local rendering.
Our representation supports view-dependent as well as on-demand rendering. Our approach ren-
ders each node using quasi-random sampling using the probability distribution derived from the
PCA analysis. We show many benefits of our approach: (1) several-fold improvement in the stor-
age and transmission complexity of point geometry, (2) direct rendering from compressed data,
and (3) support for local and remote rendering on a variety of rendering platforms such as CPUs,
GPUs, and PDAs.

Categories and Subject Descriptors: 1.3.3 [Computer Graphics]: Picture/Image Generation;
1.3.5 [Computer Graphics]: Computational Geometry and Object Modeling; G.3 [Mathemat-
ics of Computing]: Probability and Statistics
General Terms: Computer Graphics, Rendering
Additional Key Words and Phrases: Point-based Rendering, View-dependent Rendering, Progres-

sive Transmission, Network Graphics, Principal Component Analysis, Quasi-random Numbers,
Programmable GPU

1. INTRODUCTION

Recent advances in 3D acquisition technology have posed new challenges in the
representation and visualization of geometry. With the rapid commercialization of
Light Detection And Ranging (LIDAR) range finders, outdoors scenes can now be
easily scanned with an accuracy of a few millimeters. The output of these scanners
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Fig. 1. Figures (a) and (b) show our hierarchical probability distribution computed from
the point geometry of the Michelangelo’s David Statue. FEach ellipsoid in these figures
represents an anisotropic Gaussian probability distribution. We approximate the original
geometry using quasi-random sampling (figure (c)). We use this scheme to reduce the
network/system-bus bandwidth for fast view-dependent rendering on GPU (figure (d)),
and other rendering platforms such as remote desktop (figure (e)) and PDA (figure (f)).

are raw point primitives with spatial coordinates and color. The acquired geometry
can be arbitrary with high complexity in shape and scale. Current geometries are
several hundreds of millions of points and are likely going to be in billions of points
in the near future. Current techniques for handling such large point datasets have
evolved from several decades of research in triangle meshes. The triangle meshes
with their origins in the high-precision CAD community have strongly favored deter-
ministic representations. We believe that the current deterministic representations
are not ideal for representing such large acquired geometries for several reasons:

e Deterministic representations are unable to represent uncertainties [Johnson and
Sanderson 2003] in acquisition, such as noise,

e Deterministic representations are not geared for encoding the primitives with a
high degree of coherence inherent in such large datasets, and

e Deterministic representations are expensive in representational complexity for
the accuracy they represent in large acquired geometries.

In this paper we present a statistical representation of the geometry and its at-
tributes using Principal Component Analysis (PCA) [Duda et al. 2001]. A PCA of
a set of points allows us to represent them compactly as an anisotropic Gaussian
distribution. Since PCA generalizes to arbitrary dimensions it allows us to treat
both geometry and its attributes in a consistent fashion. While PCA is amongst
the more fundamental methods of analysis in statistics there are several other ap-
proaches such as Self Organizing Maps (SOM), Locally Linear Embedding (LLE),
and Isomaps. However, PCA is more attractive for our purposes since it is very
simple, is easily scalable to large inputs, and provides a tight volume hierarchy that
we desire for efficient transmission and rendering. We also extend our represen-
tation to construct a hierarchical probability distribution for any given point set.
This hierarchy provides us with the flexibility of approximating the original dataset
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Fig. 2. Client-Server rendering: The server selects the tree cut in a view-dependent
manner and transmits the nodes of the cut to the client. The client renders each node
by generating points from the statistical information of the node. In a typical single-PC
system the server is the CPU while the client is the GPU. In general, the server is on a
host computer while the client can be any rendering device such as a PC or a PDA.

to the accuracy desired by the user. Our representation is free of connectivity and
is well-suited for rendering from a compressed format. Our main contributions are
as follows:

(1) We introduce a hierarchical statistical representation for large point datasets.
The hierarchy is built using our novel clustering-based binary partitioning (see
figures 1(a) and 1(b)).

(2) We present a framework for compact representation and on-the-fly decoding
and rendering. This addresses the growing gap in the speeds of storage, trans-
mission, and computation [Wulf and McKee 1995] by substituting geometry
bandwidth with computation (see figure 2).

(3) Our representation maps well to many rendering platforms — locally on the
GPU and remotely on the desktops and PDAs (see figures 1(d—f)).

The statistical representation is the primary contribution of our paper. In this
paper, we show the benefits of this approach for transmission and rendering. We
believe there are numerous other applications that can benefit from this represen-
tation. We have detailed them in the section on future work (§11).

Overview

We build a binary hierarchy over a given set of points using PCA of the geometry
attributes followed by k-means clustering. Each node in this hierarchy represents a
set of points and also carries PCA information for other attributes, such as color and
normal. Since the PCA parameters of the nodes tend to be similar for coherent
regions, we compactly represent each node using classification and quantization.
Figure 3 illustrates the entire preprocess pipeline.

The pre-process stage gives us a hierarchical probability distribution of the data.
We approximate the original geometry by selecting a cut in this tree and then gen-
erating points according to the probability distribution of the nodes of the cut. We
use quasi-random sampling for this generation. We render the nodes by rendering
the generated points. We extend our rendering approach to a client-server setting
for remote rendering. This is illustrated in figure 2. Our overall preprocess and
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rendering algorithm is as follows:

Preprocess( Point *p)
1 Node *n = Hierarchical-PCA(p) // hierarchically partition input points, p[]
2 Quantize-Classify-Encode-PCA-Atributes(n) // compress per-node info.

Hierarchical-PCA ( Point *p)

Node *n = PCA(p)

if((Variance(p) > threshold-variance) and (Cardinality(p) > threshold-size))
(leftp, right,) = Two-Means-Geometric-Partition(p)
n — left = Hierarchical-PCA(left,)
n — right = Hierarchical-PCA(right,)

return(n)

S T W N =

Render( Node *n)

1 Determine the tree cut based on view parameters
2 For each node in the tree cut

3 Decode the node

4 Determine the number of points to generate

5 Generate and render points with attributes

This work builds upon our earlier work on Statistical Point Geometry [Kalaiah
and Varshney 2003b]. We make the following additional contributions here:

(1) Better Hierarchy: The octree hierarchy used in our earlier approach tends
to be imbalanced. This can have a direct bearing on the geometry bandwidth
and the rendering speed. We achieve a balanced partitioning using our k-means
clustering approach. Our hierarchy can benefit many other applications such
as simplification, editing, collision detection, and illumination.

(2) Quasi-Random Sampling: Pseudo-random sampling of PCA-derived Gaus-
sian probability distribution requires high sampling rates due to their relatively
higher discrepancy [Niederreiter 1992]. Here we use quasi-random sampling
which has the advantages of: (1) lesser memory, (2) faster sampling, (3) better
(lower discrepancy) sampling, and (4) no temporal aliasing.

(3) Efficient Transmission and Rendering: We show how our approach can
work for a variety of local and remote rendering devices such as GPUs, remote
desktops, and PDAs. In particular, for the case of a GPU, we show how to
reduce the geometry bandwidth on the system bus, decode the information
directly on the GPU, and also directly sample points on the GPU.

The rest of the paper is organized as follows: we discuss related work in §2 and
our scheme for statistical modeling of a point set in §3. We discuss the hierarchical
extension of this approach in section §4 and detail our scheme for compact repre-
sentation and on-the-fly decode in §5. We discuss quasi-random sampling in §6 and
view-dependent approximation in §7. We introduce our client-server model in §8,
present our results in §10, and conclude the paper in §11.
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Fig. 3. The preprocess pipeline: We partition the input point cloud hierarchically and do a
PCA on the position and other attributes of the points in each partition of the hierarchy.
We use k-means clustering to classify the standard deviations in the nodes so that the per-
node standard deviations can be replaced by the index of nearest class. We also quantize
the mean and the frame information in each node. In this figure the yellow nodes represent
data while the brown nodes represent computational units.

2. RELATED WORK
2.1 Modeling

The traditional approaches to modeling graphics objects include triangle meshes,
parametric, implicit, and procedural methods, as well as representations that are
based on points, images, and volumes. Here we propose a statistical approach to
modelling graphics objects by classifying local geometries. The strength of our
approach lies in its ability to exploit local coherency on a global scale. The input
to our algorithm could be the points obtained directly from the scanner or after
processing for surface reconstruction [Amenta et al. 1998], editing [Pauly et al.
2003], simplification [Pauly et al. 2002], and signal processing [Pauly and Gross
2001].

2.2 Representation

A compact representation is essential for a small geometry bandwidth. Traditional
methods reconstruct the original input, with the variable being a possible loss of
detail due to quantization [Deering 1995; Isenburg and Snoeyink 2000; Taubin and
Rossignac 1998; Touma and Gotsman 1998]. Such methods have been extended for
progressive compression and reconstruction [Alliez and Desbrun 2001; Cohen-Or
et al. 1999; Gandoin and Devillers 2002; Taubin et al. 1998]. Alternatively, higher
compression rates can be obtained by using representations that approximate the
given input without necessarily trying to reproduce the original samples [Kho-
dakovsky et al. 2000], by using spectral compression [Karni and Gotsman 2000],
or by mapping the geometry to images [Praun and Hoppe 2003]. Our statistical
approach belongs to this category and achieves better geometric compression since
the number of primitives is greatly reduced.

Points by themselves are dimensionless primitives and hence a local region of
influence is typically assigned to each point. The local region of influence can
be surface-based or volume-based. Surface-based point representations such as
Surfels [Pfister et al. 2000] and implicit surfaces [Alexa et al. 2001; Fleishman
et al. 2003] approximate the scanned datasets well at high resolutions and are usu-
ally topology sensitive. On the other hand volume-based representations such as
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spheres [Rusinkiewicz and Levoy 2000] and octree cells [Pfister et al. 2000; Woolley
et al. 2002; Botsch et al. 2002; Pajarola 2003] are topology blind and easy to hierar-
chically organize. However they are isotropic and therefore do not approximate the
underlying data distributions compactly. Our representation extends the current
volumetric point representations through its use of anisotropy and a probability
distribution of points at each node of the hierarchy.

Our representation has several benefits: (1) decoding of each local geometry is
done entirely independently, and hence is not memory intensive, is fast, is parallel,
and offers direct real-time rendering from compressed data, (2) it offers a uniform
framework for compressing other local attributes of the model such as color, normal,
and texture coordinates, and (3) the savings in geometry bandwidth can be used
for progressive network transmission.

2.3 Rendering

Levoy and Whitted [Levoy and Whitted 1985] introduced points as geometric ren-
dering primitives. Points have found a variety of applications [Grossman and Dally
1998] including efficient rendering of large complex models [Rusinkiewicz and Levoy
2000]. Points have evolved from being rendered as a pixel per point to more in-
teresting primitives. The point primitives include sphere [Rusinkiewicz and Levoy
2000], points with attributes (Surfels) [Pfister et al. 2000], tangential disk (Surface
splats) [Zwicker et al. 2001; Ren et al. 2002; Botsch and Kobbelt 2003; Guen-
nebaud and Paulin 2003; Pajarola 2003], tangential ellipse [Wu and Kobbelt 2004],
quadratic surface [Kalaiah and Varshney 2003a], higher degree (3 or 4) polynomi-
als [Alexa et al. 2001], and wavelet basis [Welsh and Mueller 2003]. These methods
are successful in covering inter-point spaces as long as the local sampling density
can provide sufficient detail in the image space. Points can also be rendered with-
out any CPU involvement by storing the point geometry directly on the graphics
card [Dachsbacher et al. 2003; Botsch and Kobbelt 2003; Guennebaud and Paulin
2003]. Temporal coherence can be exploited by keeping track of the visible Sur-
fels in the frame buffer of successive frames [Guennebaud et al. 2004]. Another
useful application of point primitives is the rendering of regions of a triangle mesh
with small screen-space projection area [Chen and Nguyen 2001; Dey and Hudson
2002]. In our approach we independently render each local geometry by quasi-
random point generation. Our work has some common elements to procedural
rendering [Ebert et al. 2002; Reeves 1983] and the randomized z-buffer algorithm
for triangle meshes [Wand et al. 2001]. The difference is that our approach uses
statistical properties to generate geometry along with other local attributes such
as normal and color to achieve a fully randomized rendering. Variance analysis has
been widely used for anti-aliasing. Schilling [Schilling 2001] uses it for anti-aliasing
normals in bump mapped environment mapping.

3. STATISTICAL NEIGHBORHOOD MODELING

We use Principal Component Analysis (PCA) to represent the geometry and its
attributes. The PCA of a set of N points in a d-dimensional space gives us the
mean g, an orthogonal frame f, and the standard deviation o of the data [Duda
et al. 2001]. The terms p and o are d-dimensional vectors and we refer to their
i-th component as u’ and o’ respectively, where o > o7 if i > j. The frame
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Fig. 4. (b): The Gaussian approzimation derived from the PCA analysis of the points in
(a). (c): The normals of a set of points on an unit sphere. The normals are shown in
blue while the mean of the normals is shown in white. These normals are unwrapped to a
tangent plane at the mean as shown with green points in figure (d). (e): The approzimation
of the normals by an ellipse on the tangent plane and a coordinate frame.

f consists of d vectors with the i-th vector referred to as f*. In our case, the
input is a set of IV points with three attributes: spatial position p, normal n, and
color c¢. We identify the mean, variance, and the basis of each of these attributes
by their subscripts p, n, and ¢ corresponding to the position, normal and color
respectively (eg. pp, fn, and o). We determine the values pp, fp, and o, from
the PCA analysis of the (z,y, z) values of the points. This gives us an anisotropic
Gaussian distribution centered at p,, aligned in the directions f;, 5, and f;’ , with
the standard deviation along these directions being o,, 07, and o3, respectively
(see figures 4(a-b)). Such a distribution can be effectively visualized as an oriented
ellipsoid with its intercepts being o}, 02, and o7 (see figures 5(a) and 5(b)). Our
approach can easily generalize to other local attributes such as texture coordinates.
Another approach to multi-attribute PCA is to concatenate all the attributes of a
point and do a single-attribute PCA on the resulting long attribute vectors. We
discuss the advantages and disadvantages of this approach in §9.

A PCA analysis of the (r, g, b) color values gives us their mean, .., principal com-
ponents, f., and the standard deviations, o.. We need to be a little more careful
when doing PCA for the normals due to the normalization constraint. Normals can
be seen as points on a unit sphere (see figure 4(c-¢)). We choose a longitudinal arc-
length preserving parameterization because it allows us to map the Gaussian distri-
bution from the tangent plane onto the sphere in such a way that the distribution on
the sphere is also Gaussian. Note that this is not possible with a plain orthographic
mapping. We first orient the unit sphere such that its z-axis is along the average
of the N normals. We then transform all the normals to this basis and determine
their respective elevation () (measured from the z-axis) and azimuth (¢) angles.
The normals are now points in this sphere and they are unwrapped onto a tangent
plane at the North pole using the transformation: (u,v) = (0sin(¢), 8 cos(¢)). This
parameterization preserves the arc-lengths along the longitudes though the latitu-
dinal arc-lengths are not preserved. A PCA in this parametric space gives us an
ellipse. The z- and the y-axes of the sphere are then rotated to be parallel to the
axes of the ellipse. The PCA analysis of the normals thus gives us a 2D standard
deviation vector o, and a 3D frame f,, (basis of the sphere). Note that the frame f,,
effectively represents both the mean and the principal components of the normals.

Since the PCA analysis is blind to surface geometry constraints it scales well to
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()

Fig. 5. Figure (a) shows the nodes at the mid-level resolution of the hierarchy buslt for the
David’s Head model. Each ellipsoid in this figure represents an anisotropic Gaussian dis-
tribution of the geometry with their intercepts being their corresponding standard deviation
op. The ellipsoids are colored by their mean color, pc. Figure (b) shows that scaling the
ellipsoids by a factor v = 3.5 ensures that the geometry is represented up to a Confidence
Index (CI) of at least 99.7%. Figure (c) shows the estimate of the local curvatures (the
B factor) varying from high (red) to medium (green) to low (blue). Figure (d) shows the
Gaussian distribution at the highest detail (after correction by the B factor).

arbitrary geometries with complex topology. Moreover, we found that the PCA

analysis is a fast, simple, and robust procedure. We believe that this feature makes

the PCA-based representation further attractive. However, a downside to this is

that the nodes could protrude out of tlhe surface in regions of high curvature. To
Un

correct this we observe that the ratio -t is a good estimate of the surface curvature

p
since it captures the variation of the surface normal (see figure 5(c)). Hence we

scale the value of o, by the factor 8 = [no + (1 — 1) min(0, (1 — 714 /%))], where
P
0 <no,m < 1. The (1—mn1,/ Z—%L) term reduces the width of the node if the curvature

is high. However, in some cases, the (1 — 71,/ Z—}f) factor leads to relatively small
P

nodes for lower resolution nodes of the hierarchy (see §4). We avoid this by using
the ny factor which determines the proportion of the original PCA-derived width
that is retained even after the curvature-related reduction of the node. Although

1
the curvature estimate is given by Z—’f, scaling o, by its square root gave us better
p

visual results. We have used values of 1y = % and n; = % for all our experiments.

4. HIERARCHICAL PCA

The PCA representation of a large dataset, such as the David’s Head, is compact
but a coarse approximation. We represent the data at different levels of detail by
building a hierarchy in a top-down fashion by partitioning the collection of points
at each node into two sets using 2-means clustering. We then compactly represent
each node using statistical neighborhood modeling as discussed in §3.

The distortion of a partitioning is defined as the sum of the distances of the
points from the partition’s mean [Duda et al. 2001]. In our partitioning scheme
we reduce this distortion by using k-means clustering with £ = 2. We initialize
the two starting means (centers) for the k-means algorithm by doing a PCA over
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Fig. 6. These figures illustrate three iterations of the clustering algorithm used for spatial
partitioning of a set of points. Successive iterations reduce the distortion between the
original set of points and the cluster centers (shown as blue crosses).

1 1

the points and choosing p, + % f; and p, — %’J f; as the initial guesses. This is
a reasonable assumption since the data varies maximally along f;. The k-means
clustering algorithm then iterates over the twin steps of partitioning the point set
according to the proximity of each point to the two means and then updating
the two means according to this partitioning (see figure 6). [Pauly et al. 2002]
use a geometric way to separate the point set for their point-based simplification
hierarchy. They separate along the principal direction f; with the separating plane
passing through the mean p,. A similar strategy is used by [Brodsky and Watson
2000] for hierarchical mesh partitioning. This approach is equivalent to the first
iteration of the clustering scheme. Subsequent iterations then successively reduce
the distortion. We stop iterating when the difference in the distortion between two
successive iteration is less than 10~7 or when the number of iterations is more than
30, whichever happens earlier. We terminate the partitioning at nodes which have
less than a user-specified number of points (between 6 and 30 for our models).

The choice of the distance metric is crucial for a clustering algorithm. The Eu-
clidean distance metric is a good one in most instances and produces a balanced
tree. However, it has a tendency to merge disjoint parts of the surface if they are
close enough (see figure 7(c)). This can be rectified by the Mahalanobis distance
metric [Duda et al. 2001]. The Mahalanobis distance metric warps the space so
that distances along the normal direction are weighed much higher than the dis-
tances along the tangential directions (see figure 7(a)). The Mahalanobis distance
between a point q and the mean p, of a PCA node is determined by the product
of two matrices: an affine transformation matrix and a scaling matrix. The affine
transformation matrix, T}, transforms the point to the coordinate frame defined by
the pair (p, fp). The point is then scaled using a scaling matrix:

L0 0
S, = 0;150
00 %

The Mahalanobis distance, m(q) between q and p,, is given by, m(q) = ||.S, T, 4|, -

The Mahalanobis distance metric generally leads to partitions that do not merge
disjoint parts of the surface. This is because the Mahalanobis distance metric mea-
sures distances respecting the local anisotropy of the partitions that the Euclidean
metric is unable to do. However, we note here that the use of the Mahalanobis met-
ric is still a heuristic, although generally a better one than the Euclidean metric.
When the surface is too complex to be partitioned into two clearly disjoint surfaces,
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Fig. 7. Figure (a) illustrates the Mahalanobis distance, m(q), between a point q and the
mean pp of a PCA node. Figure (b) is simple model of a sphere and a plane. Figure
(c) is the partitioning of the sphere and plane model obtained by a partitioning-plane-
based approach while figure (d) is the partitioning obtained by the Mahalanobis-distance-
based approach. The partitions have been rendered by the ellipsoids corresponding to their
respective PCA attributes (mean up, standard deviation op, and principal components fp).

the Mahalanobis distance metric can produce an imbalanced partitioning. Hence
we use a two-pronged strategy: we first try a k-means clustering based on the Ma-
halanobis metric and if that partitioning turns out to be imbalanced we switch to
a Euclidean-distance-based partitioning. The definition of an imbalanced partition
is left to the user (we used a balance threshold of 30% — 70% for our models).

5. CLASSIFICATION AND QUANTIZATION

The PCA-based representation of a set of points is fairly compact. However, a
quick look at the PCA parameters of the nodes of the hierarchy shows that there
is a high coherence in the PCA parameters themselves. This is especially true for
the standard deviations o. To use this we run a k-means clustering algorithm on
the standard deviations (o, 0y, and o) to derive a small number of representative
variances (between 64 to 4K for each model). Figures 8(b) and 8(c) show the
original values of the standard deviations o, and their cluster centers. We build
a global lookup table of the o cluster centers and only store the index of the best
matching standard deviation with each node. For each node we then use 12 bits
each for o, and o, and 6 bits for o, (see figure 8(a)).

We use quantization to reduce the number of bits needed for the remaining
attributes. To encode the frame, f, we could quantize the quaternion coefficients
corresponding to the rotation of the unit basis to f,. This approach gives equal
weight to all the three principal components. However we have observed that the
human eye is much more sensitive to the quantization of f;’, (that generally points
in the direction of the local normal) than to the quantization of the other two axes.
So we quantize f;’ separately by quantizing its 6 and ¢ angles in 8 and 10 bits,
respectively (see figure 8(d)). To quantize the other two axes we observe that they
are orthogonal in the plane normal to f;’. The remaining two components, f; and
fg , can therefore be represented by a single angle . To see this, consider the
rotation of the unit vectors x = (1,0,0), y = (0,1,0), and z = (0,0, 1) by an angle
of 6 around the the axis & = z x f (see figure 8(d)). If we denote the rotated
vectors by X', §’, and 2’ respectively, then 2’ = f3, while X’ and §’ reside on the
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| 1,(32) | j; (24) |cp(12)| 1,249 on(12)| u.(6) | f. (10)|GC(6)|
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Fig. 8. (a) A node is quantized into 18 bytes for the spatial and normal information. Four
extra bytes are used for the optional color information. The breakdown is shown in bits.
(b) About 600K PCA values of oy, for the David’s Head, and (c) their 512 k-means cluster
centers. (d) We quantize the frame, fp, by quantizing its 0, ¢, and 1 angles.

plane normal to f;’. The angle v is then simply the counter-clockwise angle going
from %’ to fz}. We quantize ¢ by 6 bits which means that the whole frame f, can
be quantized into 24 bits.

Our method of encoding the frame f, allows us to decode its quantized informa-
tion quickly. Given the values of 0, ¢, and 1 we can compute the frame vector f;’
directly as (cos ¢sin 6, sin ¢sin 6, cosd). To determine the other two frame vectors
we first need to compute the vector X’ given by [Ritter 1990]:

x' = cosf x+ (1 —cosf)(a-x)a+sinf (a x x)
cos + fp(y) f;(y) (1 —cosd)

—fp@) f3y) (1 —cost) |,
fi(x) sing

where f3(x) and f3(y) are the z- and y- components of fJ respectively. The vector
¥’ can be computed similarly. The final frame vector fz} is then given by the rotation
of X' and §' by an angle of ¥ to get :

fy = costp X' +siny y'
fg = cosy y' —siny %’

We speedup the decoding process by using a 8-10-6 quantization of the 6, ¢, and ¥
angles of f, and using a lookup table for sine and cosine values of these angles.

Quantizing the remaining information is straightforward. We quantize f,, simi-
larly with 24 bits and quantize f. in 10 bits using a 4-3-3 quantization of its 6, ¢, ¥
angles. We encode i, in 32 bits using a 10-11-11 quantization, where the dimension
of minimum width uses a 10 bit quantization. The value of u. is encoded in 16
bits using a 5-6-5 quantization of its RGB values [Rusinkiewicz and Levoy 2000).
Hence, a node needs 13 bytes for the coordinates and normal with 4 extra bytes for
color. A complete floating-point representation would require 96 bytes.
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6. DETAIL EVALUATION

The PCA of a set of points gives us a Gaussian probability distribution for each of
its attributes. This distribution is given by:

]. T —1
- = (=) X (=)
)= Gy 7

where d is the dimensionality of the attribute and ) is the covariance matrix of the
attribute values. We approximate the original points by independently sampling
the distribution of each attribute to generate new points. We determine the posi-
tion attribute of the generated points by using a 3D extension of the Box-Muller
transform [Box and Muller 1958; Wong et al. 1997]:

x o

10 0 Tp (/1 — 12y cos(2mrp1)
_ 2 .
g = 8 Jop 003 Tp A1 =12y sin(27rp1)

p
Tp T'p2

where 7p0, 7p1, and 7,9 are uniformly distributed random numbers in (0, 1], [0, 1],
and [—1,1], respectively and 7, = /—2In(rpo). This sampling uses a uniform
parameterization of a unit sphere by using a (cos(6), ¢) spherical parameterization.
The random values r,; and 7p2 are samples in this parameter space and spread
points uniformly on the unit sphere. The value 7, then ensures that the radial
distances of the points from the mean are spread in a Gaussian manner while the
scaling matrix gives the anisotropic nature to the sampling. We determine the
color of these generated points by independently sampling their color space. To
determine the normals of the generated points we use the Box-Muller transform
to sample the tangent plane positioned at the mean normal. These points are
then wrapped onto the unit sphere to reverse the sphere-to-tangent-plane mapping
discussed in §3. The entire normal sampling procedure is given by the following set
of equations that derive the (6, ¢) values of the normals:

Tn = V/—2In(rp)

Q oL, cos(27mrny)

B = 027, sin(2m7r,)

b= J2 T P

¢ = tan™! <ﬂ>
«

where 7,0 € (0,1] and 7,1 € [0,1] are uniform random numbers. Here, the term
rpo uniformly spreads the samples around the center of the tangent plane while 7,
radially distorts them to behave as a Gaussian distribution of unit variance. The
(a, ) values model an anisotropic Gaussian distribution on the tangent plane. The
(0, ¢) values are then obtained by wrapping the («, ) values to the sphere.

The above scheme for sampling assumes that all the variances are non-zero.
However, in practice we found several nodes with one or more zero variances. To
deal with zero variances of o, we have a minimum threshold value (of the order
1071%). Any o, is set to the maximum of itself and this threshold value. This allows
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(a) i e (.b). R

Fig. 9. (a): 800 points generated in a 2D space from a pseudo-random generator. (b):
800 points generated using quasi-random numbers. Quasi-random numbers are preferable
since they show low discrepancy (and hence are more uniformly distributed).

us to consider only ellipsoidal (Gaussian) distributions (even if they are vanishingly
thin along some dimensions) without having to worry about special cases. When
there are two zero variances, we retain the principal direction derived from eigen-
analysis and set the other two directions so that the z-direction of the ellipsoid
points along the average normal. For the case of three zero-variances, we set the
z-axis of the ellipsoid to point along the normal while the other two directions are
any two orthogonal vectors in the tangent plane. Handling the zero variances of o’
and ¢!, is a little easier since there is no correct orientation of their principal vectors
under such degeneracies. We simply use a minimum threshold for these values.

6.1 Quasi-Random Sampling

The quality of the sampling is linked to the quality of the random number genera-
tor. Pseudo-random numbers have a high discrepancy since deriving each pseudo-
random sample independent of previous pseudo-random samples produces a less
uniform distribution (see figure 9(a)) [Niederreiter 1992]. On the other hand, Quasi-
random numbers generated from algebraic sequences such as the Sobol sequence
exhibit low discrepancy (see figure 9(b)) [Press and Teukolsky 1989; Press et al.
2003]. Quasi-random numbers have two main features: (1) they generate the same
random number sequence each time, and (2) successive random numbers are aware
of the random numbers that were generated earlier and hence are placed so as to
minimize the discrepancy. Quasi-random numbers have been used successfully in
computer graphics, for instance in the Monte-Carlo integration for global illumina-
tion [Keller 1996]. We use quasi-random numbers for sampling our position, color,
and normal attributes. They easily fit into our scheme of sampling the Gaussian
distribution by replacing the pseudo-random numbers, r, with the quasi-random
numbers in the sampling equations above.

6.2 Determining the Number of Samples

The points that we generate from the Gaussian distributions approximate the orig-
inal geometry and we visualize the PCA node by rendering these generated points.
For view-dependent rendering we minimize the number of generated points using
an estimate of the screen-space dimensions of the PCA node. This is similar in
spirit to the Randomized Z-Buffer idea by Wand et al. [Wand et al. 2001]. They
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’ ol \ o? \ a’ H # pseudo \ # quasi ‘ ’ al \ a? \ o’ H # pseudo \ # quasi ‘
1 1 1 1 1 2 2 2 3 3
2 1 1 2 2 3 2 2 12 4
3 1 1 6 4 4 2 2 14 4
4 1 1 15 4 3 3 2 25 7
2 2 1 3 3 4 3 2 36 12
3 2 1 9 7 4 4 2 7 26
4 2 1 23 10 3 3 3 28 14
3 3 1 26 7 4 3 3 48 28
4 3 1 51 12 4 4 3 89 26
4 4 1 83 26 4 4 4 81 54

Table 1. This table shows the relationship between the screen-space dimensions of an el-
lipsoid (in pizels) and the minimum number of generated points required to cover the
screen-space projection of the ellipsoid (o' = v x a;). The “# pseudo” column refers to
the number of samples required for pseudo-random sampling while the “# quasi” column
refers to quasi-random sampling. The points are rendered with a diameter of 1.8 pizels.

uniformly sample a triangle mesh by using an analytical formula to decide the num-
ber of points to sample. In particular, if the triangle mesh projects to p pixels, they
uniformly sample O(p logp) points on their triangle mesh. In our approach we
empirically precompute this relationship and efficiently look it up at runtime using
a table. We choose an empirical approach over an analytic approach to handle
the non-linear relationship introduced by a diverse set of factors such as discrete
rasterization, hardware anti-aliasing, and the use of quasi-random numbers.

Table I shows the relationship between o, and the number of points to be gener-
ated to completely cover the orthographic projection of an ellipsoid with dimensions
of v x 0, along its f;’ vector. The rationale for the 7 factor is that the Gaussian
distribution is an unbounded distribution and an infinite number of points would
be needed to cover the entire distribution. However it can be shown that the region
enclosed by v = 3.5 has a Confidence Index (CI) of at least 99.7% (i.e., it covers at
least 99.7% of the distribution). At render-time, we estimate the screen-space di-
mensions to be [Fo,/z], where F' is the distance between the camera and the view
plane and z is the distance of the mean p, from the camera. We use this to index
the table for determining the number of points to generate. Our z-distance-based
estimate is a conservative one and the use of other parameters such as rotation
would further reduce the number of generated points. However, since our view-
dependent rendering algorithm ensures that a node only projects to a few pixels,
the z-distance (being the most significant parameter) is sufficient.

Table I shows that a pseudo-random number scheme requires more samples than
a scheme based on quasi-random numbers. This is natural since pseudo-random
number generators exhibit greater discrepancy. Moreover, quasi-random sampling
does not exhibit temporal aliasing since the quasi-random sequence does not vary
on a per-frame basis. That leaves rasterization as the only source of aliasing with
our approach. We take care of this easily and efficiently using the hardware support
for anti-aliasing (see §8.3). Under our scheme for view-dependent tree traversal (see
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Server( )
For every node, n, in the tree-cut
Decode( n )
If (CanCull(n ) )
Merge( n )
continue
p < NumPointsToGenerate( n )
If ( NeedSplit( n, p ) )
n < Split( n)
Decode( n )
p < NumPointsToGenerate( n )
a2 I5E Az 11.  SendToClient( n, p )
[PIcIN[LT pca [pIcINRT Pca | 12.  If ( CanMerge( p ) )
o ¥ 13. Merge( n )
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Fig. 10. View-dependent rendering data structure and algorithm. The tree data structure
has following elements — P: Parent pointer, C: Child pointer, N: Next tree-cut pointer,
L/R: Left/Right sibling, PCA: encoded PCA parameters.

§7.2) the maximum threshold for the screen-space size of azi) is 2. However, larger
values can occur when the user is extremely close to the surface and for such cases
one can either render using larger points or generate more points based on the
Gaussian distribution parameters.

7. VIEW-DEPENDENT APPROXIMATION
7.1 Tree Data Structure

The design of the tree data structure is very important for an efficient implementa-
tion. Our tree data structure is similar to B-Trees (see figure 10(a)). In each node
we store a pointer to the parent, a pointer to the next node in the tree-cut, and
a pointer to its left child. We do not need to store a pointer to both the children
since siblings are stored in consecutive memory locations — hence the right child is
only a pointer increment away from the left child. We also store the encoded PCA
attributes(13 or 17 bytes) at a node and an extra byte which is set to 1 iff the child
is a right child. In all we use between 26 to 30 bytes for each node. The compact
size of the node leads to a good caching performance.

7.2 View-Dependent Tree Cut

Our tree node data structure allows us to maintain a view-dependent tree cut with
each node of the tree cut pointing to the next node in the cut. We also maintain
the tree cut by maintaining a pointer to the first node of the tree cut. The server
initially sets the tree-cut to be at half the maximum level of the hierarchy. Then, at
each frame the server traverses the cut and adjusts it in a view-dependent fashion
depending on the screen-space projection area of the nodes and the results of their
view-frustum culling and back-face culling tests (see figure 10(b)).

We implement view-frustum culling by approximating a node by a sphere of
radius 'yozl) (as in §6.2). We use a normal-cone-based back-face culling test [Kumar
et al. 1996] with the radius of the cone being vol. If the node can be culled, the
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(b)

Fig. 11. (a): The means of the nodes of the tree-cut during view dependent rendering.
(b): The rendering of the model using quasi-random sampling at the GPU.

server merges the node and its sibling to its parent if: (1) the node is a right child,
(2) the previous node in the cut is its (left) sibling, and (3) the previous node was
also culled. This is done by the Merge( ) function of the pseudocode of figure 10(b).
If the node is not culled, the server estimates the screen-space area of the node and
looks up the number of points to render from table I. If the screen-space area of
the node is above a maximum threshold (set to 2 in all our tests) then the server
splits the node. The split node is replaced in the tree-cut by its children.

8. TRANSMISSION AND RENDERING

We adopt a client-server model for rendering where the server selects the nodes to
be rendered (see §7) and transmits their PCA attributes to the client, which then
goes on to render them by generating the required number of points (see figure 2).
A time-line illustration of our client-server architecture is shown in figure 12.

We validate our approach on three kinds of rendering devices: (1) GPU, (2)
remote computer, and (3) PDA. The GPU represents a single-system computer
where the CPU sends the attribute information to the GPU for rendering. This is
consistent with the architecture of graphics interfaces such as OpenGL and DirectX
that allow the CPU to treat the GPU as a client accessed through device drivers.
We make no distinction between GPU and other client rendering devices since the
bottleneck is generally the communication bandwidth that we wish to reduce.

8.1 Transmission

There are two phases during transmission (see figure 12): the startup phase and
the (per-frame) update phase. In the startup phase the client receives global infor-
mation such as the classification and quantization information. The classification
information consists of the classes of the standard deviations oy, 0, and o.. The
quantization information consists of the bit distribution for pp, fte, fp, frn, and fe.
This information sets up the client to decode the PCA nodes as they arrive.

We have experimented with two kinds of client-server rendering models — on-
demand and view-dependent rendering. The on-demand rendering is more suitable
for applications that involve less synchronous communication with the server or for
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Fig. 12. A time-line illustration of our client-server architecture. A blue arrow repre-
sents a change of state at the server or the client, while a red arrow represents a flow of
information between the server and the client. Depending on the bandwidth of the commu-
nication channel, this architecture can be used for a per-frame view-dependent rendering
or a client-feedback-based on-demand rendering.

lower-bandwidth communication channels such as the Wi-Fi 802.11b and cell phone
networks. The view-dependent rendering requires a greater synchronous, per-frame
communication with the server and is better suited for time-critical applications on
high-bandwidth channels such as the system bus and dedicated fiber-optic networks.

In on-demand rendering the user selects a subset of the model using a refinement
window. The client requests the server to update the nodes in that window. The
server sends back the encoded PCA information of the refined nodes (see figures 13
and 14). Here the server can either maintain a mirror state of the client and its
tree-cut information or the client can send its past transactions so that the server
can determine the current tree cut. In the first case the client only has to send
the parameters of its camera and the refinement window. This leads to less flow of
information between the two, but comes at the cost of the server memory. In the
second case the bandwidth used by the client is still small, although there is some
computational load on the server. We have used the first case in our experiments
although the latter case may be more suitable when scaling to a large number of
clients. We have tested our on-demand framework on a variety of communication
channels such as Wi-Fi 802.11b, Ethernet LAN, the Internet, and USB. Our client
rendering devices for these experiments were a remote PC and a PDA.

In view-dependent rendering we use the tree-cut algorithm of §7 to update the
displayed detail. At each frame the server sends the encoded PCA parameters and
the number of points to generate for each node of the tree-cut. The client renders
the nodes by quasi-random sampling and rendering the required number of points.

8.2 Decoding and Sampling on the GPU

In this section we detail how our client-server communications is modified for cur-
rent programmable GPUs that support OpenGL version 1.2 or higher. Our mod-
ifications are consistent with the overall client-server framework. We expect that
improving programmability of the GPUs will allow a straight-forward mapping of
our client model to the GPU in the near future. There are two primary issues when
it comes to rendering PCA nodes on the GPU: decoding the PCA information and
generating points. We have implemented both at the level of the vertex shaders.
Decoding the PCA nodes involves looking up the values of o, 0, and o, at
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Fig. 13. On-demand rendering: We show the rendering of PCA nodes on a remote PC
with (a) square splats (72 nodes, 97 FPS) and (b) with quasi-random sampling (72 nodes,
384 generated points, 161 FPS). The client selects a refinement window in figure (c).
Figures (d) and (e) are the rendering of the refined nodes with square splats (80660 nodes,
30 FPS) and quasi-random sampling (30660 nodes, 192258 generated points, 12 FPS),
respectively. The figures show that quasi-random sampling conveys more information for
the same number of nodes but is slower.

(a) (b)

Fig. 14. On-demand rendering: These figures show the same sequence of operations as
wn figure 13 on a PDA client. Statistics: (a): (72 nodes, 9.2 FPS), (b): (72 nodes, 334
generated points, 5.8 FPS), (d): (30660 nodes, 0.7 FPS), (e): (30660 nodes, 192258
generated points, 0.35 FPS).

the GPU. However, since table lookups are currently not supported at the vertex
shaders we lookup these values at the CPU and send in the actual values. Simi-
larly, since the GPU does not support bitwise operations, we send the unquantized
versions of p,, pn, and p. to the GPU. To decode the frames f,, fn, and f. we
send the values of the sine and cosine values of their respective 6, ¢, and v values.
The latest GPUs allow sine and cosine computations at the vertex shaders and on
such GPUs we only need to send the angles.

We transform the first 500 vectors of a 3D quasi-random sequence into a unit
Gaussian distribution and store this sequence as the vertex coordinates of a Vertex
Array Range (VAR). This sequence serves as the quasi-random numbers for com-
puting the spatial location and the color of the generated points. We also store
an equal number of 2D quasi-random numbers as normals of the VAR vertices. At
run-time we pass the PCA attributes of the node as texture coordinates and in-
voke the function glDrawArrays( ) to render the required number of (generated)
points from the VAR array. The GPU delivers the quasi-random numbers to the
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Fig. 15. Figure (a) shows view-dependent rendering on a 512 x 512 window from 191K
un-encoded nodes and 824K generated points. Figure (b) shows the same rendering from
encoded nodes. We encode each node to 17 bytes using quantization and classification.

vertex shaders as a sequence of normal and vertex coordinates. For each incoming
vertex at the vertex shader, we reconstruct the PCA information of the node, use
the quasi-random numbers to determine the attributes of the point, and leave it to
the rest of the GPU pipeline to rasterize them. Since OpenGL is a state machine
the PCA parameters that we send before the invocation of glDrawArrays( ) are
available for all the generated points. Hence we only send the PCA attributes to
the GPU once per-node as opposed to sending them for every generated point. We
however have the computational overhead of decoding the PCA attributes for each
sample point. Overall, we are able to achieve a 30% speedup in the rendering time
compared to the strategy of sampling points at the CPU. This speedup is mainly
due to the reduced bus-bandwidth and the SIMD-nature of the shaders.

8.3 Antialiased Rendering

We need to pay special attention to two kinds of aliasing issues while rendering
from generated points: temporal aliasing and spatial aliasing. The temporal aliasing
artifacts arise for pseudo-random sampling where new points are generated for every
frame. Our approach of using quasi-random sampling gets rid of temporal aliasing
since the generated points are from the same set for every frame. We deal with
the spatial (screen) aliasing simply by using the hardware support (8x Quincunx
multisampling on NVIDIA GPUs) for anti-aliasing (see figures 18(b) and 18(c)).
We found this to have an insignificant overhead on the rendering speed. Also,
rendering from encoded data did not show any noticeable artifacts (see figure 15).

8.4 Splatting

While point geometries can be rendered at high-quality using splatting [Zwicker
et al. 2001; Botsch et al. 2002]. Since splatting uses a 2D tangent plane Gaussian
distribution it is natural to ask if our 3D Gaussian nodes can be used for splatting as
well. In this section we show how our nodes can be used for splatting and compare
its speed and rendering quality to that of statistical point generation.

Splatting works by projecting the 2D weight function of each point onto the
screen and accumulating the weighted color contribution at each pixel. The final
color at the pixel is computed by normalizing the color by the cumulative weight
contribution from the individual points/Surfels [Zwicker et al. 2001; Ren et al.
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Fig. 16. Figure (a): The per-pizel cumulative weight accumulated in the second pass of
the splatting algorithm. Figure (b): The final rendering after per-pizel normalization at 9
FPS (42.6K surfels). Figure (c): Rendering of the model by points generation at 29 FPS
(42.6K nodes, 79.7K generated points)

2002]. Our surfels are simply the elliptical distribution derived by considering the
two most significant components of a node’s ellipsoidal distribution. Hence the
surfels are centered at the means p,, and have standard deviations of 011) and og,

along the vectors fz} and fg respectively. We modify the Gaussian weight function

of the surfel as follows:

vt <o (o~ ()" (5))) o (- 1))

p

where v bounds the infinite support of the Gaussian function. We choose v = 3.0
which corresponds to a Confidence Index (CI) greater than 99.5%. We render
each surfel as a tangent plane rectangle centered at ji,, with widths of 270; and
2y0? along f) and f2 respectively. We map each such rectangle with a texture
corresponding to a spherically symmetric weight function with a standard deviation
of % We deliver w(u,v) at each pixel simply by assigning texture coordinate values
of (0,0), (1,0), (1,1), and (0,1) to the corners of the rectangle [Ren et al. 2002].

We use a three-pass rendering scheme for splatting. In the first pass we only write
to the depth buffer and add a Az depth offset at the fragment shaders to each pixel
that a surfel projects to [Ren et al. 2002]. Instead of using a global constant for
the value of Az we use a per-surfel estimate of Az = ’ya;’. This ensures that
we can efficiently use EWA splatting even during view dependent rendering. In
each pass, we discard surfel pixel fragments that have a weight value of zero. In
the second pass we render the surfels without any Az offset and accumulate the
cumulative weight at a pixel using blending. The results of the second pass are
shown in figure 16(a). In the third pass, we again render the surfels without any
Az offset, and for each pixel fragment of a surfel, we divide the weighted color of
the surfel by the cumulative weight at that pixel (from pass 2). This is shown in
figure 16(b). Our method of per-pixel normalization using three passes follows the
approach of [Zwicker 2004]. However, it can be done with just two passes using
the per-surfel normalization technique of [Ren et al. 2002]. We found the rendering
quality of our statistical point generation scheme to be comparable to splatting (see
figures 16(b) and 16(c)). However, point generation is about 2x to 3.5x faster than
splatting since all our rendering can be done in a single pass.
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9. PCAIN THE UNIFIED ATTRIBUTE SPACE

So far, our basic approach to estimating the statistical information of a point cloud
data has been to analyze their attributes separately. While this approach has the
advantage that it gives us information specific to the individual attributes (eg. the
size of the spatial ellipsoids in the screen space), it loses important information
about the correlation between the different attributes. This can be overcome by
doing a PCA in the unified space of all the attributes.

Consider a PCA analysis of the points, x; = (x4,¥:, 2i,0i, Gis 74, gi, b)), Vi =
0,...,N, in the 8D space of position (3D), normal (2D), and color (3D). Here
the normals are represented by their angles (0, ¢) € ([0, 7], (—m,7]). A PCA analy-
sis in this space first requires us to compute the mean. The mean in this case is the
Euclidean mean in all the dimensions except in the normal space since it is spheri-
cal. We compute the mean normal, (g, tte), using the approach proposed by [Buss
and Fillmore 2001] who compute the weighted average on a sphere using a least
squares minimization method that respects spherical distances. Their approach is
based on the logarithmic map and its inverse, the exponential map. The next step
in the PCA analysis is the computation of the covariance matrix. This requires us
to define the distance vector, x; — u. The individual components of this difference
vector are the standard Euclidean difference in all the dimensions except for the
(0, ¢) dimensions. We compute the difference between two (6, ¢) values by project-
ing them to the logarithmic space defined on the plane tangent to the unit sphere
centered at the mean normal (pg,pe). The rest of the PCA analysis proceeds as
usual. The eigenanalysis of the covariance matrix gives us eight 8D eigenvectors
and the variances along these vectors. As before, we maintain a minimum value for
the standard deviations (set to 10715 in our tests).

We compute Gaussian random numbers in the 8D space by uniformly sampling
points on a 8D hypersphere [Marsaglia 1972] and radially distorting them according
to a Gaussian distribution of unit variance — a generalization of our 3D sampling
approach of §6. As before, we generate new points for each node by transforming
these Gaussian numbers to the 8D PCA parameters of the node (mean, standard
deviation, and basis frame). Since the normals generated this way are still in the
2D logarithmic space, we convert them to normals in 3D by using the exponential
map with respect to the mean (p¢, ptg) [Buss and Fillmore 2001].

This approach of generating points in the 8D space can also be used during view
dependent rendering. This requires us to estimate the screen-space projection area
of a node. For this we consider a 8D hyper-ellipsoid with intercepts of yo along
its respective principal axes. We project these intercepts to the 3D spatial domain
and use the maximum of these projections as the radius of the sphere bounding
the spatial attributes of the node. We then use the screen-space projection of this
radius as the index into table I and determine the number of points to generate.

Generation of samples in the combined 8D space is more expensive than our ear-
lier approach for several reasons: (1) the cost of matrix fetch and multiplication is
higher in the 8D space, (2) we generate more points since the spherical screen-space
area estimation is conservative, and (3) generating points on the GPU is not viable
since transferring the 64-element matrix to the GPU is expensive. Moreover, we
found that the correlation of the attributes does not add much perceptual improve-
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Fig. 17. Points generated from a low-resolution cut (level 12) of the tree. (a): Points
generated by sampling the individual Gaussian distributions of the position, normal, and
color attributes. (b): Points generated by sampling the Gaussian distribution in the unified
attribute space. There are 4096 nodes in each figure with each node generating the same
number of points that it represents. (c): View-dependent rendering on 512x 512 window
using PCA analysis in the individual attribute spaces (33.7K nodes, 61.08K generated
points, 81.2 FPS). (d): View-dependent rendering of the Chameleon model built using
PCA in the unified attribute space (34.7K nodes, 645K generated points, 1.6 FPS).

ment in higher resolutions (see figures 17(c) and 17(d)). These factors make PCA
in the unified PCA space unattractive for view-dependent rendering. However, this
approach can serve to represent lower resolution versions of the data very well.

10. RESULTS

In this section we detail its benefits of our approach for compression, network
transmission, and efficient rendering. We did all our tests on a 2.4 GHz Pentium
IV PC with 2GB RAM and a NVIDIA Quadro4 GPU. Our test models were the
Stanford’s David’s Head, the David’s Statue, the Lucy model, and the St. Matthews
face. We added colors to the David and Lucy models by solid texturing. We
have also tested our work on two raw LIDAR range scans of a room (Murder
Scene). Except for registration, we did not do any other processing on the two
scans. These datasets took no more than two hours of preprocessing each, with
our naive classification phase taking up most of the time. Advanced clustering
schemes should improve this speed dramatically [Duda et al. 2001]. The values
of the constants 7y and 7, used for computing the 8 factor (see section 3) were
experimental. We found that the values of 1y = % and m = % gave us good results.

10.1 Compression

One typically requires 8 bytes per point — two bytes for each of the z, y, and z
components and two bytes for the normal. Our PCA representation can encode
a set of points with just 13 bytes, which means that we start saving with a PCA
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Fig. 18. Figure (a) shows that the basic shape of the Lucy model is captured with just
32 PCA nodes. Figures (b) and (c) show a closeup of the Lucy model when rendered
with 14 million points generated from 480K nodes at level 19 of the hierarchy with 24
levels. This corresponds to 2.52 bits/vertex approzimation of the geometry and normals
with about 71dB PSNR (Hausdorff) error while maintaining the same number of samples
(14 million points) as the original Lucy model. Figure (c) is rendered with hardware anti-
aliasing, while figure (b) is rendered without anti-aliasing. Figure (d) shows the original
Lucy model with 14 million points (rendered with anti-aliasing).

representation as soon as the number of points in the set exceeds two. The pro-
cessing of the Lucy dataset produced a hierarchy of about 1.33 million nodes of
which about 665K nodes are at the leaf level. We classified the variances into 2400
classes of spatial variances o, 1800 classes of normal variances o, and 64 classes of
color variances o.. While the original 14 million points of the Lucy dataset required
about 112MB of data, our total representation including the hierarchy and the clas-
sification requires about 18MB. Hence, we can achieve significant compression by
substituting the original point set with the same number of points generated with
quasi-random sampling.

This compression, however, comes at the cost of an approximation error. Fig-
ures 18(a) shows the nodes of the Lucy model at a coarse resolution. Figure 18(b)
shows the approximation of the Lucy dataset with 2.32 bits per vertex for geometry
and normals. We measure the approximation error as the Peak Signal to Noise Ra-
tio (PSNR) as measured by the Hausdorff distance metric [Praun and Hoppe 2003].
At each node, we generate the same number of points as the original number of
points in that node and determine the nearest original point for each generated
point. This nearest-neighbor association is a conservative estimate of the Haus-
dorff distance between the original and the generated points. The PSNR is given
as 20log,y(Peak/d), where d is the root-mean-squared distance of the generated
points from the original points in the Hausdorff distance metric and Peak is the
length of the diagonal of the bounding box. Figure 19(a) shows our rate-distortion
curve for various datasets. Our results compare well to the compression results
by [Praun and Hoppe 2003]. We also compare our compression to that of [Botsch
et al. 2002]. While the PSNR error rates for their compression are not available,
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Fig. 19. Figure (a) shows our rate-distortion curves for compressing various models.
Figure (b) shows the reduction in network bandwidth while figure (c) shows our rendering
speedup. Comparisons in figures (b) and (c) are with respect to QSplat.

we get a rendering quality similar to theirs using 13.25 bits/vertex for position
and normal (David’s Head). In figure 19(a) this corresponds to 8.66 bits/vertex
for encoding just the position. For the David’s Head model, [Botsch et al. 2002]
needed 10.2 bits/vertex (position and normal) on the hard disk after gzipping, and
their memory foot print was 32 bits/vertex. Our byte requirements are the same
for both disk and RAM. Hence an octree is better when it comes to storage on disk
while our approach is better in terms of memory footprint. Note that the memory
footprint is especially important when visualizing large models.

10.2 Network Bandwidth Reduction

The compression of the geometry reduces the storage size on the disk. However,
the growing use of graphics over networks makes geometry bandwidth reduction
very important. This can be critical for several communication channels such as
the Internet, Wi-Fi 802.11b, Universal Serial Bus (USB), and DSL links. Moreover,
geometry bandwidth is also an issue for distributed-computing environments where
the bandwidth is not large enough to keep the graphics cards busy [Humphreys et al.
2002]. To illustrate the reduction in the network bandwidth we setup an experiment
where the camera eye is placed at various distances relative to the object center
and the object is visualized in a view-dependent fashion. For every such distance,
we rotated the object around an axis aligned with the y-axis of the camera and we
measured the average network bandwidth required to transmit the PCA information
of the nodes. We did all our tests on a 1024x1024 test window and compared the
results of our approach with QSplat. The results are shown in figure 19(b) and
a few snapshots of the test are shown in figure 20. QSplat is actually designed
for network streaming. However, by the strength of its broad approach, it doubles
up as the state-of-the-art in point-based network graphics. The results show that
we consistently achieve several-fold reduction in network bandwidth. This may be
attributed to the better representation of the local geometry by our anisotropic
probability distribution. However, we note that this improvement is at the cost of
approximately regenerating the original data.
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2

Our

Our Our

Approach Approach Approach
# Nodes 124K 121K 667K 44K 47K 26K
Frames/sec 4.8 10.2 9.6 25.0 14.3 31.2
Bandwidth 49 MB | 1.6 MB 2.7 MB | 0.57 MB 1.9 MB | 0.35 MB
# Gen. Pts. - 311K - 121K - 73K

Fig. 20. We compare our view-dependent rendering results with QSplat for varying dis-
tances between the camera and the object. Here we report the number of nodes chosen for
rendering, the frame rates, the geometry bandwidth, and the number of generated points.

10.3 Rendering

The best rendering quality currently available for rendering points is through splat-
ting [Zwicker et al. 2001; Botsch et al. 2002]. As we have shown in §8.4, our approach
can deliver a rendering quality similar to splatting at much less cost. In this section,
we report results related to rendering and compare them with the state-of-the art.

Our approach was able to deliver about 29 FPS for a VLOD (view-dependent
level-of-detail) rendering of the Chameleon model on a 512x512 window. Our
rendering speed (10 FPS for the Davids Head model) is better than the VLOD
splatting scheme of [Pajarola 2003] (1 FPS). It is comparable to the speed of non-
hierarchical splatting of [Ren et al. 2002] (19 FPS on GeForce4 Ti4400 for the
Chameleon model). [Botsch and Kobbelt 2003] got superior speeds of 70 FPS for
a non-hierarchical rendering of the Chameleon model by keeping the geometry in
the video memory. [Guennebaud and Paulin 2003] could achieve similar rendering
speeds for comparable geometry sizes. Our approach matches the rendering speed
(9.5 FPS) of [Botsch and Kobbelt 2003] for the David’s Head model. Moreover,
since [Botsch and Kobbelt 2003] use the video memory to store the geometry they
cannot accommodate large models (e.g. they have to subsample the Davids Head
model to about 1 million points). This is not a problem for our approach since the
dataset resides in the system memory. In addition, our approach can deliver much
higher rendering speeds when the object is far away. Therefore with respect to
the current state of the art, we are comparable to non-hierarchical-splatting at full
screen resolution and are significantly better than current VLOD-based splatting.

While splatting can deliver a high quality rendering it can be slower than a point-
or a quad-based rendering. The best publicly available software for fast point-based
rendering of large datasets is QSplat [Rusinkiewicz and Levoy 2000]. We outperform
QSplat by a factor of 2x to 3x (see figures 20 and 19(c)). [Dachsbacher et al. 2003]
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Fig. 21. The Murder Scene as seen from various distances from the eye. These renderings
were made on a 1024 x 1024 window. Note that the noise in the scanned data (black cloud)
and edges are well handled.

map QSplat to GPU and render their nodes as opaque squares. By keeping the
entire dataset on the graphics card they can deliver a rendering speed of nearly 50
million points per second (MPS) on ATI Radeon 9700. We could get a rendering
speed of 56 MPS (with color) for the David’s Statue model (see figure 22). Moreover,
since our data is system memory resident, we can handle much larger datasets.

Higher rendering quality can be derived by rendering using the PCA parameters
in the unified attribute space (see figure 17). However it can be computation-
ally expensive. A view-dependent rendering of the David’s Head model gave us a
rendering speed of about 1 frame per second on a 512x512 window.

10.4 Comparison to Octree-based Representations

Octree-based point geometry hierarchies are very popular [Zwicker et al. 2001;
Woolley et al. 2002; Botsch et al. 2002; Pajarola 2003]. because:

(1) The implicit structure of the octree can be used to efficiently represent the
means of the nodes [Samet 1990; Botsch et al. 2002].

(2) Tt can be used for reducing the cumulative computation in applications such as
hierarchical rendering [Botsch et al. 2002] and hierarchical computation of the
covariance matrix [Pajarola 2003].

However, a key disadvantage of the octree subdivision is that it can be highly
imbalanced. To illustrate the importance of a balanced tree we did an octree
subdivision of the point set and computed the PCA attributes of the points in each
node. We cut off the octree subdivision when the number of points in a node was
less than the user-specified cutoff value (we used the same value that we also used
for our method). We then visualized it in a view-dependent fashion by estimating
the screen-space area of the nodes and generating points accordingly. Our findings
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(b)

Fig. 22. Rendering of the David model on a 1600 x 1153 window. (a) Rendering without
color at 57 million points per second (MPS) (182K nodes, 11.1M generated points, 5.1
FPS). (b) Rendering with color at 56.1 MPS (182K nodes, 11.1 M generated points, 5.0/
FPS). The MPS figure for the David’s model is higher than in figure 21 because it is not
as detailed as the Murder scene model and hence has to generate more points since the
screen space area of the leaf nodes are higher in this case.

are shown in table II. The table shows that our method leads to a tree with a lesser
number of nodes with a average partitioning ratio (APR) closer to 1. This shows
that our partitioning is much more balanced than a plain octree-based partitioning.
Moreover, when we compared the standard deviations (o) of the children (see the
“cAPR” column) the ratio was even closer to 1 . This shows that not only does
our partitioning balance the number of points, it also balances the volume of the
partitions. Also note that a 1-to-2 partitioning offers a more finer control in setting
the tree cut when compared to a 1-to-8 partitioning. This advantage, combined
with the balanced nature of our tree, gave us a big reduction in the number of
nodes in the tree cut during view dependent rendering (see the “# TCN” column
of table II). This typically translates to a higher rendering speed since the main
bottlenecks are at the CPU and the AGP bus. Both the renderings were made
without normal culling. For the results shown in table II we used the recursive tree
traversal of QSplat [Rusinkiewicz and Levoy 2000] for rendering both trees. Our
renderings (without normal culling) were roughly twice as fast as the octree case.

11. DISCUSSION AND CONCLUSIONS

We have presented a novel framework for a statistical representation of the ge-
ometry and its attributes. Our approach is based on a k-means-clustering-based
hierarchical partitioning and statistical analysis of the point set using PCA. We ap-
proximate the original data with little discrepancy using quasi-random sampling.
We present a unified client-server model that handles our rendering algorithm on a
variety of communication channels and client rendering devices. Our quasi-random
sampling method can handle temporal aliasing and we perform hardware-supported
screen-space anti-aliasing. Our rendering quality is comparable to that of splatting.
We have shown the benefits of our approach for compression, geometry bandwidth
reduction, and rendering speedup.
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’ Model \ Tree H # Node \ # Leaf \ APR \ cAPR \ # NTC \ FPS ‘
Octree || 1012K 784K 5.19 33.4K | 201.8K | 6.3
SPG 903K 452K 1.24 | 1.14 80.4K 9.7
Octree || 1882K 1445K | 5.04 | 114K | 53.3K 24.1
SPG 1843K 921K 1.20 1.16 21.8K 35.2
Octree || 1525K 1204K | 12.25 | 4.9K 74.0K 17.6
SPG 1330K 665K 1.17 | 1.06 28.3K 26.8

David Head

David Statue

Lucy

Table II. Comparison of our hierarchy (SPG) with an octree-based hierarchy. APR: av-
erage partitioning ratio, i.e. the average ratio of the largest and smallest cardinalities
amongst the children of a node. o APR: the average ratio of the mazximum and minimum
values of 0'11, amongst the children of a node. NTC: Number of nodes in the tree cut.
We rendered both hierarchies with view-dependent rendering (without normal culling) on
a 512x 512 window at 2.5%x distance from the object center.

Our representation can be used for a number of applications. For example the
probabilistic model can be used for collision detection. It could also be used in ray-
tracing for efficient estimation of ray-object intersections. Our k-means-clustering-
based hierarchical partitioning method gives us a good hierarchy. A similar ap-
proach based on geodesic distances could be extended for segmenting raw point
geometry. Higher-order tools of statistical analysis are also interesting not only for
representation, but potentially for other applications such as geometry recognition.
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