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Motivations

To help human experts uncover the structure of conversations effectively by

1. Allowing users to efficiently inject their insights into model building via
Interactive Topic Modeling (ITM)

2. Discovering topic shifts in conversations using Speaker Identity for Topic
Segmentation (SITS)

3. Visualizing interactively the dynamic topic structure of conversations
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I Encoding users’ feedback as correlations (including positive and negative)
I Building correlations into a tree structure as the prior of topic models
I Interactively and iteratively improving the topics

Speaker Identity for Topic Segmentation
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Topic “Energy” highlighted Topic distribution is presented using a heatmap 
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