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Key Contributions

• A novel IRL framework that contains hybrid-weight trust-region 
optimization and curriculum learning (IRL-HC).

• A mediated-perception framework that contains context-aware multi-
sensor perception and IRL-HC.
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Comparison

• Our method achieves highest score (s) and safe distance (l) among all 
the methods in all the test scenarios.



Demo: Collision Avoidance in Open Space

A top-down view on AV 
navigating among multiple 
moving cars in open space.

Green box: our car
Golden box: other cars



Demo: Collision Avoidance on City Streets

A top-down view on AV 
navigating in a city scene.

Green box: our car
Grey area: obstacles
Yellow dots: waypoints



Demo: Collision Avoidance on City Streets 
with Other Cars
A top-down view on AV 
navigating in a city scene with 
multiple moving cars.

Green box: our car
Grey area: obstacles
Golden box: other cars
Yellow dots: waypoints



Demo: System-level
A 3D perspective view of the AV driving toward a destination through 
city streets passing multiple moving vehicles.



Thanks!


