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M
ultiview three-dimensional (3-D) displays offer viewing of high-resolution
stereoscopic images from arbitrary positions without glasses. Such displays
consist of view-dependent pixels that reveal a different color according to the
viewing angle. Therefore, the left and right eye of an observer see slightly dif-
ferent images on the screen. This leads to the perception of 3-D depth and

parallax effects when the observer moves. Although the basic optical principles of multiview
auto-stereoscopy have been known for over a century [21], only recently displays with increased
resolution, or systems based on multiple projectors, have made this approach practical. Today,
commercial availability ranges from multiview desktop monitors [19] to large-scale displays
based on multiprojector systems [1], [11].
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View-dependent pixels can be implemented, for example,
using conventional high-resolution displays and parallax barri-
ers as shown in Figure 1. Other technologies include lenticular
sheets and holographic screens [16]. Each view-dependent pixel
can be thought of as emitting a small number of light rays in a
set of discrete viewing directions, typically between eight and a
few dozen. Often these directions are distributed in a horizontal
plane, such that parallax effects are limited to horizontal motion
of the observer. Figure 1 depicts a single scanline of a horizon-
tal-parallax-only display.

Multiview 3-D displays feature a number of advantages over
competing auto-stereoscopic display technologies, such as
stereo-projection systems using shuttered or polarized glasses.
Most important, multiview 3-D displays do not require users to
wear any special glasses, which leads to a more natural and
unrestricted viewing experience. They also do not require head
tracking to provide motion parallax; instead, they provide accu-
rate perspective views from arbitrary points inside a viewing
frustum simultaneously. They are truly multiuser capable, since
none of the display parameters needs to be adjusted to an indi-
vidual user. For these reasons, we believe that multiview 3-D
displays will become the device of choice for a large number of
applications such as scientific and medical visualization or
remote collaboration. They have the potential to replace conven-
tional two-dimensional (2-D) displays in the mass markets of
digital entertainment.

In this article we survey recent advances that address signal
processing challenges of multiview 3-D displays. In particular,
effective signal processing algorithms are fundamental to display
data at the highest quality without aliasing problems. They are
also crucial to compress data effectively with minimal artifacts. At
the core of these algorithms is an appropriate understanding of
the sampling grid of multiview 3-D displays and their bandwidths.

DISPLAY BANDWIDTH
We review three approaches to characterize display bandwidth.
The first one, described in “Geometric Approach” builds on simple
geometric considerations. Bandwidth, in this context, is defined
as the smallest feature that can be reproduced by a
display. This approach is useful to illustrate the fun-
damental properties of multiview 3-D displays, but
it lacks a thorough theoretical foundation. The sec-
ond approach, presented in “Fourier Optics,” mod-
els 3-D displays as optical imaging systems and
analyzes them by using Fourier optics. The advan-
tage of this approach is that it properly models dif-
fraction effects. However, these effects are not
significant for current displays with a small number
of views. Finally, we describe how multiview 3-D
displays can be modeled as higher-dimensional sam-
pling grids in “Multidimensional Sampling.” Here,
bandwidth is defined by the Shannon sampling the-
orem. This approach is preferable because it leads
directly to practical algorithms for antialiasing,
resampling, and compression.

GEOMETRIC APPROACH
A simple geometric approach for modeling multiview 3-D dis-
plays was proposed by Halle [8]. We explain this approach
using Figure 2, which shows a typical geometry of the light
rays emitted by a single scanline of a 3-D display. The discrete
directions of all view-dependent pixels converge at a number of
virtual perspective views at a given distance f from the display
plane; i.e., this configuration multiplexes several perspective
views on the display surface. For clarity of presentation we
restrict ourselves to horizontal view-dependence, or so-called
horizontal-parallax-only displays. It is straightforward, how-
ever, to extend the following analysis to include both horizon-
tal and vertical view dependence.

It is easier to analyze the feature size using geometric con-
siderations, instead of deriving the display bandwidth. The fea-
ture size describes how the display renders an infinitesimal
point located in 3-D space. Intuitively, any point will be ren-
dered at least as large as the feature size. In Figure 2 we see
that if the 3-D point happens to lie on the display plane, such as
point A, it will appear at the same location on the display in all
views. Therefore, the feature size corresponds to the size �t of
the view-dependent pixels, which is the finest detail that the
display can render. However, if the point lies at a certain depth
d from the display plane, as for example point B in Figure 2, it
is projected to two different locations in adjacent views. In
effect, the point is spread over the extent between these two
locations, which is also known as the disparity of the point.
Therefore, the feature size w(d) for a point at a given depth d is

w(d ) = max
(

�t,

∥∥∥∥ d
f + d

∥∥∥∥�v
)

, (1)

where we derived the second term on the right-hand side using
similar triangles. Note that the size of multiview pixels �t is
much smaller than �v in practice. Equation (1) means that
scenes rendered using this 3-D display exhibit a shallow depth of
field, with the display surface corresponding to the focal plane.
By setting w(d) = �t and solving for d, we see that the feature

[FIG1] A multiview 3-D display implemented using a high-resolution screen and
a parallax barrier. Each slit in the parallax barrier is a view-dependent pixel that
reveals different colors based on the viewing direction.
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size is �t if ‖d ‖ ≤ f�t/(�v − �t). This means that scene ele-
ments are sharp if their distance to the focal plane is small
enough. As the distance becomes larger, however, the feature
size grows and scene elements become increasingly blurry .

FOURIER OPTICS
Rather than using geometric considerations, a more sophisticat-
ed approach is to take into account the wave nature of light and
to model multiview 3-D displays as optical imaging systems.

This analysis has its roots in the context of holographic stere-
ograms [2], which multiplex several views using holographic
materials and recording processes. Optical imaging systems are
conveniently analyzed using Fourier optics [6]. Most important,
Fourier optics provides ways to determine the point spread
function and its Fourier transform, the optical transfer function
(OTF), of an imaging system. Similar as the feature size dis-
cussed earlier, the point-spread function of a 3-D display
describes how an infinitesimal point located in 3-D space is ren-
dered. It can be interpreted as a low-pass filter that blurs the
point to a finite size. The main advantage of the Fourier optics
analysis, however, is that it properly models diffraction effects.

Halle [8] gives an intuitive account on how the wave prop-
erties of light explain the limited bandwidth of holographic
stereograms. In addition, St. Hilaire [10] develops a more
detailed derivation of their OTFs. He models stereograms as
imaging systems with a generalized exit pupil [6] that corre-
sponds in size to the spacing �v between the virtual perspec-
tive views (Figure 2). In addition, he includes a focusing error
that models the fact that light waves originate at a distance f
from the viewer instead of the true distance f + d . St.
Hilaire’s results are applicable not only to holographic stere-
ograms but also to other techniques to multiplex perspective
views, such as parallax barriers and lenticular arrays [18]. His
analysis shows that the OTF (and the point spread function) is
affected by diffraction effects only if the spacing between the
centers of projection of the perspective views (�v in Figure 2)
is smaller than about 1 mm at a typical viewing distance of
about 60 cm. However, this implies that the display would
multiplex hundreds of views. At most a few dozen views and
much larger spacings are common in current displays. In this
case, diffraction becomes negligible and the extent of the
point spread function is determined by the same factor as in
(1), confirming the geometric intuition.

[FIG2] Deriving the feature size based on geometric
considerations. The spacing of view-dependent pixels is
denoted by �t. Virtual views converge at distance f from
the display, and their spacing is �v. Points at distance d
from the display have disparity w(d).
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[FIG3] Display parameterization in (a) ray space  and the corresponding (b) ray space sampling grid. Each ray is parameterized by its
intersection coordinates with the t and v axes, and the set of rays forms a rectangular sampling grid in ray space.
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MULTIDIMENSIONAL SAMPLING
The third approach is to analyze a ray space representation of
multiview 3-D displays. This approach is related to the concept
of light fields [7], [15], [22], which has been investigated exten-
sively in the computer graphics and computer vision communi-
ties. The frequency analysis of light fields, also known as
plenoptic sampling theory, has been studied by Chai et al. [3]
and Isaksen et al. [12]. Here, we review the light field analysis of
3-D displays by Zwicker et al. [26].

Multiview 3-D displays seek to reproduce the array of light
rays at a discrete number of locations and directions in the
viewing zone. Each ray emitted by the display is parameterized
by its intersection with two parallel planes, similar to the light
field parameterization [7], [15]. In Figure 3(a), a t-plane coin-
cides with the display plane, and a v-plane contains the centers
of the virtual views. As discussed in “Geometric Approach,” the
figure depicts a single scanline of a horizontal-parallax-only dis-
play. The t, v-intersection coordinates of all display rays form a
2-D rectangular sampling grid in ray space illustrated on the
right in Figure 3. The combination of all scanlines can be inter-
preted as a 3-D sampling grid; displays with horizontal and ver-
tical parallax would lead to four-dimensional (4-D) grids.

According to the Shannon sampling theorem, the geometry
of the sampling grid immediately characterizes the display
bandwidth as a rectangular box shown in Figure 4. The bound-
aries of the box correspond to the Nyquist limit of the grid. The
box describes the bandwidth in a joint domain of frequencies φ
depending on the viewing direction (vertical axis, corresponding
to v) and spatial frequencies θ (horizontal axis, corresponding to
t). Using insights from plenoptic sampling [3], we can derive a
depth-dependent spatial bandwidth from the joint bandwidth.
For example, the spectrum of a scene at infinity is a line with
slope ∂φ/∂θ = 1, and the corresponding spatial bandwidth is
2π/�v. The depth d = f�t/(�v − �t) leads to a spectrum
with slope ∂φ/∂θ = �t/�v, which is the steepest slope that
preserves the maximum spatial bandwidth 2π/�t. Reassuringly,
this matches the results derived from (1). Ng [20] describes a
similar observation in the context of light field cameras.

The advantage of the multidimensional sampling approach
is that it describes the display bandwidth in a joint spatial and
directional domain. This is in contrast to the geometric and
the Fourier optics techniques, which derive a 2-D spatial band-
width that depends on the distance of scene points to the dis-
play plane. Another difference is that the geometric and the
Fourier optics approaches analyze the ability of the display to
render infinitesimal points, while the multidimensional sam-
pling approach is based on higher-dimensional sampling grids
and the Shannon sampling theorem. In terms of signal pro-
cessing, the former study post-aliasing and the latter prealias-
ing [5]. The multidimensional sampling approach leads to
simple signal processing algorithms that can be expressed as
linear filters in ray space. In addition, it can be used to model
not only 3-D displays but also sampled multiview input data.
This allows a unified treatment of multiview data acquisition,
processing, and rendering as we will discuss in “Resampling.”

ANTIALIASING
If we attempt to display scenes containing features that are
smaller than the point spread function, or equivalently features
that contain frequencies above the Nyquist limit, inter-
perspective aliasing artifacts will appear. Halle [8] and Moller
and Travis [18] derive several antialiasing algorithms from the
depth dependent point spread function in (1). One approach is
to filter the image plane projection of each point based on its
depth. Alternatively, the depth planes of 3-D scenes can be fil-
tered before projection. The drawback of both techniques, how-
ever, is that the depth of each point in the scene needs to be
known. In addition, depth-dependent filtering leads to a spatially
varying filter kernel.

In contrast, bandlimiting a multiview signal in its ray space
representation does not require the knowledge of scene depth.
One simply convolves the ray-space representation of the input
signal with a 2-D display prefilter corresponding to the bandwidth
in Figure 3 as proposed by Zwicker et al. [26]. This approach has
also been described informally by Halle [8] and Moller and Travis
[18]. Intuitively, it averages the perspective views that lie between
the centers of projection sampled by the display.

We demonstrate antialiasing using ray-space filtering in
Figure 7. In (a) we show a simulated view of a multiview 3-D
display without band limiting the input signal. Interperspective
aliasing appears as ghosting artifacts and low-frequency rippling
patterns. The maximum size of the point spread function in this
scene is shown as a black bar at the top of the images. We band-
limit the scene to the display bandwidth using ray-space filter-
ing on the right. The result exhibits the typical shallow depth of
field imposed by the display bandwidth.

Our analysis so far assumed multiview displays with rectan-
gular sampling grids, such that each scan line can be treated
independently. However, most physical displays have irregular
2-D grids on the image plane (corresponding to the t-axis).
Konrad et al. [14] describe the design of optimal filters for
these grids, but they do not take into account sampling in the
directional dimension (the v-axis). Therefore, their filters do
not avoid inter-perspective aliasing. The design of optimal

[FIG4] The display bandwidth in the joint domain of frequencies φ
depending on the viewing direction (vertical axis) and spatial
frequencies θ (horizontal axis). A scene at infinity, i.e., d = ∞, has a
spectrum along the line with slope ∂φ/∂θ = 1. This leads to a spatial
bandwidth 2π/�v. A scene at a depth d = f�t/(�v − �t) has a
spectrum with slope ∂φ/∂θ = �t/�v, which is the largest slope that
preserves the maximum spatial frequency 2π/�t.
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filters spanning the spatial and the directional dimensions is
an interesting problem for future work.

RESAMPLING
The analysis in the preceding section focused exclusively on
the sampling characteristics of the display. In practice, howev-
er, input signals are represented in a sampled form as well, for
example as multiview video streams. Here we focus on image
acquisition systems where cameras are placed on a horizontal
line with their optical axes perpendicular to that line as shown
in Figure 8(a). This type of data is known as light fields, and it
is conveniently analyzed using the ray-space analysis described
in “Multidimensional Sampling.”

Each camera pixel corresponds to a ray, or a sample, that
can be parameterized using its intersection with two planes
tin, vin similar as in Figure 3 for the display samples. We
assume that the camera plane is parallel to the display, but it is
not necessarily at the same distance as the plane containing the
virtual views. In addition, the number of cameras may be differ-
ent from the number of virtual views. This means that there is
no one-to-one correspondence between input and display sam-
ples as shown in Figure 8(b). Therefore, a full display pipeline
involves a resampling operation that consists of the following
steps: continuous reconstruction of the input signal, reparame-
terization to represent the signal in display coordinates, pre-
filtering according to the display characteristics, and sampling

IEEE SIGNAL PROCESSING MAGAZINE [92] NOVEMBER 2007

Light fields are a representation of
the set of all light rays that are
reflected by a 3-D scene. Each ray
has a color and a set of coordi-
nates that describes its trajectory.
Light fields define each ray’s coor-
dinates by its intersection with two
parallel planes. Therefore, light
fields constitute 4-D functions, or
signals. Any arbitrary perspective
view of the scene corresponds to a
certain 2-D slice through the 4-D
function. In practice, discrete light
fields are acquired, or sampled,
using camera arrays. Each camera
pixel corresponds to a light ray,
which is identified using the two-
plane parameterization. Light fields
can be visualized by extracting 2-D
slices that are shown on regular displays. As an alternative, they can be repro-
duced using multiview 3-D displays as discussed in this article. Because these
operations involve resampling the discrete input signals, it is useful to under-
stand the frequency contents of these signals.

Here we summarize the main results of a frequency analysis of light fields
due to Chai et al. [3] and Isaksen et al. [12]. For simplicity we illustrate the
ideas in two dimensions. We first consider the special case of a planar scene
that lies parallel to the parameterization planes as shown in Figure 5(a). We
also assume that the scene consists of a perfectly diffuse material, which
means that the reflected light at each point on the surface does not vary
with direction. In Figure 5(b) we plot the color of each ray at its correspon-
ding location in ray space, which is a 2-D plane parameterized by ray coordi-
nates. We observe that each point in the scene corresponds to a straight line
of constant color in ray space. The slope of the line is determined by the dis-
tance of the point from the t parameter plane as ∂v/∂t(d) = −(d + f)/d.
This means that the slope is infinity for points that coincide with the t plane,
i.e., d = 0, and it is −1 for points at infinity.

From Figure 5 it is obvious that the Fourier transform of the ray space
signal has a power spectrum that is zero everywhere except along a line
perpendicular to the lines in ray space. Chai et al. [3] further conclude
that the spectrum of an arbitrary scene is limited by the spectral lines corresponding to its minimum and maximum distance
from the parameterization planes. This leads to the typical bow-tie shaped spectra as shown in Figure 6.

[FIG5] (a) Light field parameterization of a planar scene with constant depth d. (b) The
ray space representation consists of parallel lines whose slope is determined by the
depth of the scene.
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[FIG6] The spectrum of a light field is limited by
the spectral lines corresponding to the minimum
and maximum depth in the scene.
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on the display grid. Both the reconstruction and the sampling
step are prone to aliasing artifacts, which can be avoided by the
procedure outlined below.

RECONSTRUCTION FILTERS
Reconstructing light fields that are sampled using camera arrays
as in Figure 3 has been studied extensively in the computer
graphics literature. Chai et al. [3] realized that, in practice, most
light fields contain aliasing because of the limited number of
acquisition cameras. They propose to use reconstruction filters
that are sheared in the directional dimension such that the
bandwidth of the filter is as large as possible without including
any aliasing. However, this approach still leads to the loss of spa-
tial frequencies and blurry results in many
practical situations. Stewart et al. [23] proposed
an improved reconstruction filter that extends
Chai’s technique with a wide aperture filter.
Wide aperture filters are very narrow in the
directional domain but include all spatial fre-
quencies. This filter preserves spatial frequen-
cies at a specific depth at the cost of a small
amount of aliasing. Reconstruction filters are
usually applied in the spatial domain, but fre-
quency domain computations may be advanta-
geous in some cases [20].

COMBINED RESAMPLING FILTERS
After reconstruction, a display prefilter is
applied to avoid aliasing due to sampling on the
display grid. This requires the reparameteriza-

tion of the input signal in display coordinates. Note that Figure 8
implies a linear relationship, a vertical shear in this case,
between display coordinates t, v and camera coordinates tin, vin.
Therefore, it is straightforward to map the reconstruction filter
from input to display coordinates [12], [26]. Zwicker et al. [16]
construct a combined resampling filter by multiplying the recon-
struction filter, after it is mapped to display coordinates, with the
display prefilter. Figure 9 illustrates this procedure schematically.
They approximate the resampling filter as a continuous kernel in
the spatial domain using a combination of Gaussians, similar to
image resampling algorithms [9]. In this example the Stewart
reconstruction filter has been deliberately aligned with the dis-
play plane to preserve maximum signal bandwidth.

[FIG7] This figure shows simulated views of a multiview 3-D display. The black bars
at the top of the images indicate the maximum size of the point-spread function of
the display. (a) An example of interperspective aliasing and (b) the antialiased
image using filtering in ray space.

(a) (b)

[FIG8] (a) Multiview video acquisition using a camera array. Camera and display rays can be parameterized using the same t and v
coordinates. (b) However, there is no one-to-one correspondence of camera and display samples in general.
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Zwicker et al. [26] also discuss how to derive minimum
acquisition sampling rates, i.e., the minimum number of cam-
eras and their resolution, that are required to achieve high-qual-
ity results on a target display. Intuitively, the sampling rate is
sufficient for a given display when no reconstruction aliasing
appears within the bandwidth of the display. Increasing the
acquisition sampling rate beyond this criterion does not
increase display quality.

VIEW INTERPOLATION
If the acquisition cameras are set up in a more general configu-
ration than shown in Figure 8, it is not possible to derive a uni-
fied resampling filter as discussed above. In this case, it is
preferrable to use more powerful view interpolation algorithms
[4], [25] to generate the display views directly. To avoid aliasing,
however, one should generate virtual views at a smaller spacing
than �v. This increases the vertical spacing of the spectral repli-
cas (see Figure 9) such that they do not overlap with the display
bandwidth. These views can be bandlimited by applying the dis-

play prefilter directly and subsampled to the number of views
provided by the display. The drawback of this approach is that
high-quality view interpolation algorithms usually do not allow
real-time processing and are not robust enough for complex
scenes. For example, it is difficult to extract depth maps [25] in
real time without special hardware.

DISPLAY PREFILTERING FOR MULTIVIEW COMPRESSION
Multiview 3-D displays require large amounts of data to achieve
high image quality because they use video streams with multi-
ple views. Therefore, data compression is of paramount impor-
tance for such systems. Here we review an application of the
signal processing framework discussed in the previous sections
to improve multiview video compression [17]. A straightforward
approach is to add a display prefiltering step to conventional
systems that is applied before compression [27]. The prefiltering
step low-pass filters the multiview input signal as discussed in
“Antialiasing.” Note that this approach is applicable only for sys-
tems in which the 3-D display is known and the signal band-

width could be matched to the capabilities of the
display prior to compression. This type of scenario
might exist for scientific visualization, gaming sys-
tems, and 3-D television or cinema applications.

The key objective of the low-pass filter is that
high-frequency content that is beyond the Nyquist
limit of the display be removed from the input sig-
nal. Since these frequencies would appear as aliasing
on the multiview display, the filtering step does not
reduce image quality. However, it would have a posi-
tive effect on the compression efficiency by suppress-
ing the energy in select parts of the input spectrum.

To demonstrate the effect of the display prefilter
on compression, we plot rate-distortion curves
comparing the quality of the compression of multi-
view videos with and without prefiltering at differ-
ent bit rates in Figure 10. Simulations are
conducted using the breakdancer data set [24].
These results show that the rate could be reduced
by approximately half in the medium to higher rate
ranges. It is important to note that this should not
be viewed as a gain in coding efficiency since the
references used for each curve are indeed different.
The purpose of these plots is just to demonstrate
the degree of rate savings that are achieved when
the multiview signal has been prefiltered with the
primary purpose of removing antialiasing artifacts.

To evaluate the impact of the display prefilter on
the reconstructed quality of the multiview video,
we examine a sample frame from the breakdancer
sequence. The multiview video is coded at an aver-
age bit-rate of 110 kb/s per view. Figure 11 shows
the compressed frame (a) without prefiltering and
(b) with prefiltering on the right. In (a), stronger
blocking artifacts can be found in the foreground
character compared to the case with prefiltering.

[FIG9] Construction of a resampling filter. The resampling filter is a product of a
Stewart reconstruction filter and the display prefilter. The reconstruction filter
eliminates aliasing from the sampled input signal, and the display prefilter
band-limits the reconstructed signal to the display bandwidth.
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This result suggests that the display prefiltering has benefits at
lower bit rates where blocking artifacts begin to appear.

CONCLUDING REMARKS
Multiview 3-D displays provide unrestricted stereoscopic view-
ing and parallax effects without special glasses or head track-
ing. They can be built by using high-resolution displays or
multiprojector systems and parallax barriers or lenticular
screens. Today, a variety of products are available commercial-
ly. Because of their advantages over other stereoscopic display
technologies, multiview 3-D displays hold great promise for
applications such as scientific visualization, remote collabora-
tion, and digital entertainment.

This article surveyed different approaches to develop signal
processing algorithms for these displays. Simple geometric
considerations lead to the observation that multiview 3-D dis-
plays are subject to a limited depth of field. The geometric
intuition is supported by a Fourier optics analysis. This analy-
sis shows that as the number of views grows, diffraction
effects will eventually limit the imaging capabilities of these
displays. However, current displays operate far from the dif-
fraction limit. A third approach models the displays as multi-
dimensional sampling patterns, similar to light fields. This
approach provides a unified analysis of multiview data acquisi-
tion using camera arrays and rendering on 3-D displays. It
leads to simple algorithms for filtering, antialiasing, and
resampling. For example, a display prefiltering stage can be
integrated with conventional multiview video compression
pipelines to increase compression efficiency.

Understanding the sampling properties of multiview 3-D dis-
plays leads to many useful insights. However, it may not be suffi-
cient to develop algorithms that achieve the best possible results
from a perceptual perspective. Designing perceptually optimal
filters for processing, compressing and rendering multiview data
on 3-D displays is an interesting and relatively unexplored
avenue for future research. In particular, these filters should
take into account the often nonrectangular geometry of the
high-dimensional sampling grids.

MULTIVIEW VIDEO CODING
One solution for compressing multiview videos is to encode
each view independently using a state-of-the-art video codec
such as H.264/AVC [13]. The main advantage of this approach
is that current standards and existing hardware could be used.
To achieve further gains in coding efficiency, extensions to the
H.264/AVC standard are now being developed within the
Joint Video Team (JVT), which consists of experts from
ISO/IEC’s Moving Pictures Experts Group (MPEG) and ITU-T’s
Video Coding Experts Group (VCEG). The aim is to exploit not
only the redundancy in pictures over time but also the redun-
dancy between pictures in different camera views.

Performing efficient compression relies on having good pre-
dictors. While the correlation between temporally neighbor-
ing pictures is often very strong, including spatially
neighboring pictures offers some advantages. For example,
spatially neighboring pictures are useful predictors in uncov-
ered regions of the scene, during fast object motion, or when
objects appear in one view that are already present in neigh-
boring views at the same time instant. It has been shown that
coding multiview video with interview prediction does give
significantly better results compared to independent coding of
each view [17]. Improvements of more than 2 dB have been
reported for the same bit-rate, and subjective testing has indi-
cated that the same quality could be achieved with approxi-
mately half the bit-rate for a number of test sequences.

Scalability is an important factor in the design of video
codecs in general, and for multiview video coding in particu-
lar. Due to the large amount of data and potentially diverse
receivers and displays, there exists a strong need to easily
access specific views at a given time or output a desired spatial
resolution. In contrast to nonscalable video coders, a scalable
video coder produces a layered bit stream so that different
fidelity, spatial resolutions, temporal resolutions, or views, in
the case of multiview video, can be generated by simply trun-
cating the scalable bit stream or accessing a select set of
encoding units. With any layered scheme, dependencies
between layers exist and will impact the portions of the bit-
stream that are required to reconstruct the desired signal.

[FIG11] Comparison of compressed frames of a video sequence (a) without and (b) with prefiltering. Note that blocking artifacts are
more pronounced when prefiltering is omitted.

Compressed View Without Prefiltering Compressed View With Prefiltering

(a) (b)
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