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Summary of last lecture

• Task-based programming models and Charm++

• Key principles:

• Over-decomposition, virtualization

• Message-driven execution

• Automatic load balancing, checkpointing, fault tolerance
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von Neumann architecture
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https://en.wikipedia.org/wiki/Von_Neumann_architecture
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UMA vs. NUMA
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Uniform Memory Access Non-uniform Memory Access
https://frankdenneman.nl/2016/07/07/numa-deep-dive-part-1-uma-numa/
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Fast vs. slow cores

• Intel Core line (Nehalem, Sandy Bridge, Ivy Bridge, Haswell, Broadwell, …)

• AMD processors

• IBM Power line

• Slower cores: Low frequency, low power

• IBM PowerPC line (440, 450, A2, …)
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Intel Haswell Chip
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BQC Chip

• A2 processor core

• Runs at 1.6 GHz

• Shared L2 cache

• Peak performance per core:

• 12.8 Gflop/s

• Total performance per node: 
204.8 Gflop/s
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edges of the chip. The network and messag-
ing unit occupies the chip’s south end.

BQC chip design
The BQC chip is optimized for floating-

point performance, power efficiency, chip-to-
chip communication bandwidth, and reliability.
The multithreaded multicore chip design
contains several innovative hardware features
that support efficient software execution.

Processor cores
The BQC chip’s processor core is an aug-

mented version of the A2 processor core used
on the IBM PowerEN chip.3 The A2 pro-
cessor core implements the 64-bit Power

instruction set architecture (Power ISA) and
is optimized for aggregate throughput. The
A2 is four-way simultaneously multithreaded
and supports two-way concurrent instruction
issue: one integer, branch, or load/store in-
struction and one floating-point instruction.
Within a thread, dispatch, execution, and
completion are in order.

The A2 core’s L1 data cache is 16 Kbyte,
eight-way set associative, with 64-byte lines.
The 32-byte-wide load/store interface has
sufficient bandwidth to support the quad
floating-point unit. The L1 instruction
cache is 16 Kbyte, four-way set associative.

We resynthesized the processor core
to run at 1.6 GHz at a reduced voltage

[3B2-9] mmi2012020048.3d 19/3/012 12:48 Page 49

SerDes SerDes

Figure 1. A die photograph of the Blue Gene/Q Compute (BQC) chip. The photograph

shows a large Level-2 (L2) cache in the center of the chip, surrounded by 18 processor

units based on the PowerPC A2 processor core. Integrated DDR3 memory controllers are

on the left and right sides, and the chip-to-chip communication (network) logic is at the

bottom side of the chip.

....................................................................
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GPUs

• NVIDIA: Fermi, Kepler, Maxwell, 
Pascal, Volta, …

• AMD

• Intel

• Figure on the right shows a single 
node of Summit @ ORNL
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Summit Node Overview
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GV100 GPU Hardware Architecture In-Depth 

The World’s Most Advanced Data Center GPU WP-08608-001_v1.1  |  9  

 

Figure 4. Volta GV100 Full GPU with 84 SM Units 
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Volta GV100 SM
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GV100 GPU Hardware Architecture In-Depth 

The World’s Most Advanced Data Center GPU WP-08608-001_v1.1  |  13  

 

Figure 5. Volta GV100 Streaming Multiprocessor (SM) 

https://images.nvidia.com/content/volta-architecture/pdf/volta-architecture-whitepaper.pdf

• Each Volta Streaming Multiprocessor (SM) has:

• 64 FP32 cores

• 64 INT32 cores

• 32 FP64 cores

• 8 Tensor cores
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Questions

• Why are the L2 caches sitting on the center of the chip? Why not vise-versa? Is this a 
standard design?

• Why is this paper, Blue Gene/Q, or A2 processor, so important?

• Are there new significant prefetching methods other than list and stream prefetching 
in recent architectures?

• Is "multiply add pipeline" a commonly used operation, or is the architecture just 
trying to increase its FLOP count? What are other commonly used operations that 
get pipelined in other architectures?
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The IBM Blue Gene/Q Compute Chip
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Questions
• The paper is from 2010 and this is rather old. It seems that GPUs have evolved a lot in the last decade. How 

would it compare today?

• The GPU in the first paper is 1.5 years older than the CPU, what would be the results if they were both from the same time? How does Moore's 
law apply to the GPUs, do they get 2x faster every 2 years?

• GPUs have several types of caches (shared buffer, constant cache, texture cache). How should these caches be 
differentiated (chosen) for a purpose?

• Where did the "myth" come from? Is the CPU more difficult to optimize?

• Have the features, recommended by the author, become true in current CPUs/GPUs?

• Why radix sort is chosen as a benchmark metric, while it's not used as the default algorithm in most 
programming languages? (java has mergesort, python timsort, C++ implements quicksort) Is it used more in 
HPC?

• The paper says they discarded the delays related to memory bandwidth because GPU have 5x faster b/w than 
CPU. What would be the approximate real life speeds with the memory included? How important is that to 
optimize bandwidth?
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Debunking the 100X GPU vs. CPU myth
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