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Announcements

• Assignment 2 on OpenMP is online: due on October 7
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Summary of last lecture

• Shared memory architectures

• Distributed globally addressable memory

• SGI Origin and Altix series

• Directory-based protocol for cache coherence

• Used hypercube and fat-tree networks
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HPC networks

• Key requirements: extremely low latency, high bandwidth

• Scalable: Adding more nodes shouldn’t degrade network properties dramatically

• Low network diameter, high bisection bandwidth

• Compute nodes connected together in many different logical topologies
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n-dimensional Torus Networks

• Specific case of k-ary n-cube networks

• k = number of nodes in each dimension, n = number of dimensions 

• 2-dimensional mesh: k-ary 2-cube

• 3-dimensional mesh: k-ary 3-cube

• Torus networks: add wraparound links to the corresponding mesh network
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https://en.wikipedia.org/wiki/Torus_interconnect
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Routing protocols

• Minimal hop / shortest-path routing

• Static (dimension-ordered) or dynamic (follow path of least congestion)

• Switching techniques

• Virtual cut-through, wormhole
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Switching techniques: http://pages.cs.wisc.edu/~tvrdik/7/html/Section7.html#AAAAABasic%20switching%20techniques
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History of torus computers

• Cray T3D was launched in 1993

• 300 MB/s of bandwidth in each direction

• Cray T3E, XT3/4/5 (SeaStar), XE6/XK7 (Gemini) - 3D tori

• IBM Blue Gene/L/P (3D torus)

• IBM Blue Gene/Q (5D torus with E dimension of size 2)

• Fujitsu Tofu interconnect (6D torus)
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History: https://www.extremetech.com/extreme/125271-the-history-of-supercomputers
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Blue Gene/L: Five networks

• 3-dimensional torus: 64 x 32 x 32 = 65,536 nodes

• Build block: 1 mid plane of 8 x 8 x 8 nodes

• Collective network

• Integer reductions, broadcast

• Barrier network

• Gigabit Ethernet

• Parallel I/O

• Control system network (Ethernet)
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functions, the link chip and the BLC chip use the same

logic. The link chip serves two functions. First, it redrives

signals over the cables between the midplanes, restoring

the high-speed signal shape and amplitude in the middle

of a long lossy trace–cable–trace connection between

compute ASICs on different midplanes. Second, the link

chip can redirect signals between its different ports. This

redirection function allows BG/L to be partitioned into

multiple logically separate systems.

As illustrated in Figure 2, the link chip has six ports,

four of which are in use at any time. Ports A and B are

connected directly to nodes in a midplane. The other four

ports are connected to cables. The logic inside the link

chip supports arbitrary static routing of any port to any

other port. This routing is set by the host at the time the

partition is created and is static until another partition

is created or reconfigured.

Each link chip port serves 16 unidirectional torus links

entering and exiting the midplane. A few more signals

serve the collective network and the barrier network,

and provide spares and parity. The six xþ, x", yþ, y",
zþ, z" faces of the 8 3 8 3 8 node midplane are each

8 3 8 = 64 nodes in size. Thus, each midplane is

served by 24 link chips. This is implemented using four

identical link cards, each containing six link chips.

The link chips are also used for reliability and

availability of the BG/L machine by reconfiguring a

system following a hardware fault in such a way that the

midplane containing the faulty node is no longer in the

user partition. This reconfiguring is accomplished by

redirecting the port connections within the link chip. This

allows a user application to restart from a checkpoint in

such a manner that the machine appears and behaves

in a way analogous to the way the user partition was

originally configured. The ability of the link chip to

interconnect multiple midplanes while bypassing a fixed

set of midplanes allows for a flexible set of possible user

partitions. More detail on the internal functionality of the

link chips, including the modes illustrated in Figure 2, is

presented in [16] in this issue.

Figure 3 portrays a possible partitioning of the BG/L

system. The lines illustrate some of the cables connecting

the midplanes via the link chips. The thick lines illustrate

cables allowing the x-dimension to be partitioned. The

link chip provides the ability to divide the 64 racks

(128 midplanes) into many user partitions, specified

by the different colors in the figure.

Blue Gene/L networks

The BG/L computer uses five interconnect networks

for I/O, debug, and various types of interprocessor

communication. Gigabit Ethernet is used to support file

system access. Fast Ethernet (100 Mb/s) and JTAG

(IEEE Standard 1149.1, developed by the Joint Test

Action Group) are used for diagnostics, debugging,

and some aspects of initialization. Three types of

high-bandwidth, low-latency networks make up the

interprocessor BG/L ‘‘fabric.’’ In this section, we briefly

explain these networks. Considerably more detail may

be found in the papers in this issue dedicated to the

BG/L networks [18–20]. All network logic is integrated

into the BG/L node ASIC. The three interprocessor

networks are utilized via memory-mapped interfaces

available from user space, allowing for minimal software

overhead.

Figure 2

Blue Gene/L link chip switch function. Four different modes of 
using the link chip.
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Figure 3

A 64-rack Blue Gene/L space-partitioned for eight users.
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Cray Gemini network

• Each Gemini router switch has 2 nodes attached to it

• 2 pairs of links in the X and Z dimensions, one in the Y dimension 
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The Gemini System Interconnect 
Robert Alverson, Duncan Roweth, Larry Kaplan Cray Inc 

Abstract—The Gemini System Interconnect is a new network 
for Cray’s supercomputer systems.  It provides improved 
network functionality, latency and issue rate.  Latency is reduced 
with OS bypass for sends and direct user completion notification 
on receives.  Atomic memory operations support the construction 
of fast synchronization and reduction primitives. 

I. INTRODUCTION

EMINI is the new network for Cray’s supercomputer 
systems. It enhances the highly scalable Seastar design 

used to deliver the 225,000 core Oak Ridge National 
Laboratory Jaguar system, improving network functionality, 
latency, and issue rate. Gemini uses a novel system-on-chip 
(SoC) design to construct direct 3D torus networks (Figure 1)
that can scale to in excess of 100,000 multi-core nodes. 
Gemini is designed to deliver high performance on MPI 
applications and filesystem traffic; in addition it provides 
hardware support for global address space programming. 
Gemini enables efficient implementation of programming 
languages such as Chapel, UPC, and Co-Array Fortran on 
massively parallel systems. 

Figure 1: 3D Torus network 

Each Gemini ASIC provides two network interface 
controllers (NICs), and a 48-port router. Each of the NICs has 
its own HyperTransport™ 3 host interface, enabling Gemini to 
connect two Opteron nodes to the network. This 2-node 
building block provides 10 torus connections, 4 each in two of 
the dimensions (‘x’ and ‘z’) and 2 in the third dimension (‘y’), 
as shown in Figure 2. Traffic between the two nodes 
connected to a single Gemini is routed internally. The router 
uses a tiled design, with 8 tiles dedicated to the NICs and 40 
(10 groups of 4) dedicated to the network. 

The Gemini ASIC is implemented in the TSMC 90nm 
process and has a die size of 232.8 mm2.  The block structure 
of the Gemini design is illustrated in Figure 3. The Netlink 
block connects the NICs to the router. Traffic from both NICs 

is distributed over all eight of the router’s inputs enabling 
injection bandwidth to be load balanced on a packet-by-packet 
basis. The Netlink also handles changes in clock speed 
between the NIC and router domains. 

Figure 2: Seastar and Gemini 

The supervisor block connects Gemini to an embedded control 
processor (L0) for the blade and hence the Cray Hardware 
Supervisory System  (HSS) network, used for monitoring the 
device and loading its routing tables.  

Gemini is designed for large systems in which failures are 
to be expected and applications must continue to run in the 
presence of errors. Each torus connection comprises 4 groups 
of 3 lanes. Packet CRCs are checked by each device with 
automatic link-level retry on error. The failure of a single lane 
is tolerated by shunting its data to the remaining 2 lanes in the 
group. In the event of the complete failure of a link, the router 
will select an alternate path for adaptively routed traffic.  
Gemini uses ECC to protect major memories and data paths 
within the device.  

Figure 3: Gemini block structure 

For traffic designated as adaptive, the Gemini router 
performs packet by packet adaptive routing, distributing traffic 
over lightly loaded links. With 8 links connecting each Gemini 
to its neighbors in the ‘x’ and ‘z’ directions and 4 links in the 
‘y’ dimension, there are multiple paths available. Hashed 
deterministic routing can be selected as an alternative when a 
sequence of operations to the same cache line must be 
performed in order.  

Gemini provides the ability for user processes to transfer 
data directly between nodes without OS intervention. For 
example, one process in a parallel job can initiate a put 
directly from its memory to that of another process. To do this 

G

it specifies the data (or source address), the destination virtual 
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Questions

• What are CRC codes?

• How do mesh network topologies deadlock? How does the bubble escape set of 
rules help?

• What does it mean to connect each rack with its next-to-nearest neighbor

• Why packets can be forwarded before being entirely received?
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Blue Gene/L torus interconnection network
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Questions

• Why did the Cray designers choose to have phits be composed of 24 bits? Does it 
have to do with the number of lanes in a link (3) sending a byte each?

• Does the Cray system use a CRC code to check integrity of the header phit?

• When do the costs of more complex headers for data transmission outweigh the 
bandwidth losses?

• Since Gemini supports global address space programming, does it mean that we can 
use some shared memory programming model on it?

• How is “transfer data directly between nodes without OS intervention” achieved?
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The Gemini System Interconnect
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