
Clearing the Jungle of 
Stochastic O

ptim
ization
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O
utline

Decisions

State of sequential, stochastic decision-m
aking in literature

Stochastic optim
ization m

odels

Stochastic optim
ization solution strategies: Policies!

◦
Brief Exam

ple



Decisions?



M
odeling Decision Problem

s
Determ

inistic M
odeling

Stochastic M
odeling

◦
M

odel U
ncertainty (dynam

ics are unknow
n, agent learns 

through state/observation, e.g. RL)
◦

State U
ncertainty (noise in agent’s observation)

Sequential

Single Agent

M
ulti-Agent

Gam
e Theory Side N

ote:
◦

At least 2 agents
◦

U
sually no probabilistic m

odel of behavior of other 
agents/environm

ent, but m
odels of their utilities exists



Determ
inistic O

ptim
ization M

odeling
Canonical form

 (for optim
ization or canonical m

odeling)
◦

M
inim

ize costs, due to som
e constraints, etc

O
r its sequential (over tim

e) form
:
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Stochastic O
ptim

ization M
odeling

M
odeling sequential decision 

problem
s under uncertainty 

◦
Param

eters unknow
n at tim

e of decision
◦

Probability distribution of param
eter 

estim
ated; im

ply expected values of 
objective functions

◦
“Jungle of books” across dozens of 
academ

ic fields –
but w

hy???

◦
Can there be a canonical form

 for 
stochastic optim

ization m
odeling?



Key Differences in Solution Strategies
Determ

inistic optim
ization

◦Solution is an optim
aldecision

(i.e. a decision vector)

M
ultistage stochastic optim

ization
◦Solution is a (hopefully) optim

alfunction
(know

n as policy)
◦Four classes of policies (or functions) exist; 
◦Four classes can be applied to any m

ultistage stochastic opt. problem
◦Q

uite rare to actually find the optim
al policy (trade-offs)



“M
odels” in the “Jungle of Books”

Dynam
ic Program

m
ing: Bellm

an’s Equation
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N
ote: Algorithm

, not 
an actual m

odel. 

Also note: m
odels 

w
ithout algorithm

s 
are useless.



“M
odels” in the “Jungle of Books”

Another algorithm
: Stochastic Program

m
ing
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Each node ω
t is a scenario 

in period t and has a 
probability p

ω
t;

Decision x
t m

ade for tim
e t



5 Elem
ents to M

odel a Stochastic, 
Sequential Decision
Pow

ell’s proposal to capture problem
’s characteristics in a m

odel:
◦

State variables
◦

Decision variables
◦

Exogenous inform
ation (~environm

ent, external)
◦

Transition function
◦

O
bjective function

O
ther characteristics:

◦
Tim

e scales of decision-m
aking (seconds vs w

eeks vs decades)
◦

M
odeling uncertainty from

 transition function, state observation, exogenous inform
ation



State Variables
Hard to define across com

m
unities

◦
Pow

ell: M
inim

ally dim
ensional function of history that is necessary+sufficientto 

com
pute the decision problem

Divided into:
◦

Physical/Resource state (energy in storage) 
◦

Inform
ation state (prices of energy)

◦
Know

ledge state, belief about unobservables
(belief about equipm

ent status)
◦

Inform
ation state m

ay include resources state, and the know
ledge state m

ay 
include inform

ation state; division aids thought-process

S
t =(R

t , It , K
t ) 



Decision Variables
O

R com
m

unity: Decision variables x

Com
p Sci folks: Actions a

Control theory people: Control signals u

Don’t specify a decision x/a/u, BU
T:

◦
Define the function X

t ∏(S
t ) w

here ∏
 is the policy (or function) that produces feasible actions/decisions

◦
Set of feasible actions m

ay depend on the state



Exogenous Inform
ation

Environm
ental, external, e.g. prices, costs, forecasts

Random
 variables W

t are observed in sequence W
1 , W

2 ,…
 so that states, actions, and exogenous 

inform
ation evolve as:

(S
o , xo , W

1 , S
1 , x

1 , W
2 ,…

, S
t , x

t , W
t+1 ,…

, S
T )

ω
refers to the sam

ple realization of the random
 variables W

1 , W
2 ,…

 and ῼ
 is the set of all 

possible realizations.



Transition Function
Synonym

s across com
m

unities: m
odel, plant m

odel, transition law, etc

Describes evolution of system
 from

 t to t+1; depends on current state, the decision, and the 
exogenous inform

ation realized by t+1

W
hen unknow

n, the exogenous inform
ation is unobservable and problem

 is know
n as “m

odel-
free”
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Decision function (policy)
Cost function

Expectation over all
random

 outcom
es

Cost function w
e w

ant to m
inim

ize, given
the transition function

Cost function m
ay also be dependent on the new

 exogenous inform
ation W

t+1 , or next state S
t+1

O
ther m

inim
izations: m

inim
izing risk m

easures or robustness

Finding the best policy/function pi
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How
 to search over an abstract space of 

policies?

Pow
ell’s 4 fundam

ental classes of policies/functions:
◦

Policy function approxim
ations (PFAs)

◦
O

ptim
izing a cost function approxim

ation (CFAs)
◦

Policies that depend on a value function approxim
ation (VFAs)

◦
Lookahead policies

Hybrids betw
een these 4 fundam

ental classes are also possible

Search through their tunable param
eters



Policy Function Approxim
ations

Lookup tables 
◦

Given a state, take a certain action

Param
etric m

odels
◦

Linear &
 N

onlinear graphs

Rules
◦

Inventory m
odel: product inventory dips below

 x, bring it up to y (y>x)

Im
bedded decisions

◦
Explicit program

m
ing of doing tasks

Tunable Param
eters: regression param

eters on param
etric m

odels, param
eters defining the 

rules (x,y), lookup table and im
bedded decision state-to-action m

apping 
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Cost Function Approxim
ations

Basically a cost function, not too creative

M
inim

izing the cost, usually w
ith a param

etric approxim
ation 

◦
Basis functions of the form

 S
t *x

t , S
t *x

t 2 , x, x
2, etc. 

Tunable Param
eters: θ

captures all tunable param
eters based on how

 cost function is set up; 
E.g. param

eters m
ay be bonus or penalties to encourage behaviors
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Value Function Approxim
ations

Dynam
ic program

m
ing

Value function:
◦

Depends on state im
m

ediately after decision has been m
ade, before new

 data arrives
◦

Does not depend on com
putationally expensive expectations

Different than CFAs: 
◦

M
echanism

s for fitting regression are different, 
◦

The future contributions (given the current state) are actually approxim
ated w

ith VFAs i.e. uses som
e idea of 

the future

Tunable Param
eters: θ

captures all tunable param
eters based on how

 value function is set up
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Lookahead Policies
In literature, look-ahead m

odels referred to as 
“the m

odel”

Approxim
ation of base m

odel, used in 
lookahead policies

◦
Lim

iting tim
e horizon

◦
Dim

ensionality reduction
◦

Discretization

Base m
odels require determ

ining decisions 
AN

D policies for every tim
e period in the future

Tunable Param
eter: type of approxim

ation, 
planning horizon, num

ber of scenarios, etc

Prem
ise:optim

izing the m
odel over a horizon 

of tim
e

Determ
inistic lookahead/m

odel-predictive 
control

Stochastic lookahead/stochastic program
m

ing

O
ther types
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Policy Evaluations &
 Recom

m
endations

Com
puting the objective is rare, M

onte Carlo sim
ulations used to estim

ate value of a policy.

PFA: best for low
-dim

ensional problem
s w

here policy structure is apparent from
 the problem

CFA: better for high-dim
ensional function w

here the determ
inistic variation of the m

odel w
orks 

w
ell; able to achieve desired behavior by m

anipulating the cost function

VFA: U
seful w

hen value of the future is easy to approxim
ate; can deal w

ith high-dim
ensional 

problem
s but has issues w

ith nonseparable
interactions

Lookahead: Great if forecast available; determ
inistic and stochastic lookahead policies should 

alw
ays be com

pared; should only be used w
hen all else fails (m

ore com
putationally expensive)



Exam
ple: Energy Storage

M
ajor takeaw

ay:
◦

The sam
e problem

 w
ith slightly different data each has a different optim

al policy




