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Summary of last lecture

• Most HPC systems use a job/batch scheduler

• Scheduler decides what jobs to run next and what resources to allocate

• Backfilling to use idle nodes and improve utilization

• Different quality of service metrics to evaluate schedulers
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Congestion due to network sharing

• Sharing refers to network flows of different programs using the same hardware 
resources: links, switches

• When multiple programs communicate on the network, they all suffer from 
congestion on shared links
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Communication is a bottleneck at scale

• GPU-based platforms have a large number of flop/s per node

• Network bandwidths do not increase proportionally

• More energy is spent on sending data across the network
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Time (ns) Energy 
spent (pJ)

Floating point operation < 0.25 30-45

Time to access DRAM 50 128

Get data from another node > 1000 128-576

P. Kogge et al., Exascale computing study: Technology challenges in achieving exascale systems, Technical Report, 2008.
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Different approaches to mitigate congestion

• At the system level

• Network topology aware job scheduler — attempts to assign compact allocation to jobs

• Congestion-mitigating routing algorithms

• At the individual job level

• Users can try to optimize the mapping of MPI processes to allocated nodes
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Topology aware task mapping

• Also referred to as task placement or node mapping

• Given an allocation, decide which MPI processes are placed on which physical nodes/
cores

• In case of task-based models, map finer-grained tasks to cores

• Goal:

• Minimize communication volume on the network

• Optimize “unavoidable” communication on the network
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Graph embedding problem

• Inputs: Application communication graph, network topology graph (of one’s job 
allocation)

• Output: Process-to-node/core mapping

• Most mapping algorithms do not consider that communication patterns might evolve 
over time
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Metrics to evaluate mapping

• Hop-count

• Hop-bytes
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∑
(i,j)

H(i, j)

∑
(i,j)

C(i, j) × H(i, j)
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Different techniques

• Heuristics-based

• Recursive bi-partitioning

• Random pairwise swaps

• Physical optimization problems

• Simulated annealing

• Genetic algorithms
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Rubik: Python tool for mapping

• Define various operations on prisms

• Partitioning or blocking

• Permuting operations
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1 # Create app partition tree of 27-task planes
2 app = box([9,3,8])
3 app.tile([9,3,1])
4

5 # Create network partition tree of 27-processor
cubes

6 network = box([6,6,6])
7 network.tile([3,3,3])
8

9 network.map(app) # Map task planes into cubes

map()

=

app network

network with mapped
application ranks

216 216

27 27 27 27 27 27 27 2727 27 27 27 27 27 27 27

Fig. 6: Mapping a partition tree from the application to network domain using Rubik

(a) tilt(Z,*,*) (b) tilt(Z,X,*) (c) tilt(Z,Y,*) (d) zigzag(Z,X,*) (e) zigzag(Z,X,*)

Fig. 7: tilt and zigzag operations for the Z plane of a three-dimensional box (a). The first operand of both operations selects the planes to modify; the
second selects the directions along which increasing (tilt) or alternating (zigzag) shifts are applied.

the plane’s tasks to a higher dimensional space allows more
bandwidth to be exploited. Rubik makes this easy by facilitat-
ing mapping for arbitrary number of dimensions.

Fig. 6 shows two boxes of 216 objects subdivided into
eight 27-object groups. The first box’s children are planes,
and the second box’s children are cubes. Regardless of the
particular structure, the number of leaves in the two partition
trees is the same and each is of the same size. Such trees are
considered compatible. Two compatible trees can be mapped
by performing a simple breadth-first traversal of their leaves
and pairing off successive child boxes. The arrows in the figure
show these pairings for the example. For each pair, we take
the tasks in the child boxes in the application domain and copy
them into the corresponding boxes in the network domain.

The Rubik map operation reduces the burden of mapping
multi-dimensional spaces by allowing the user to think only
in terms of group sizes. The particular shapes of groups are
specified separately using the simple partitioning operations
discussed above. All that is required for a map is tree
compatibility. Indeed, despite their drastically different shapes,
map can be applied to any two partition trees shown in Fig. 5,
because their leaves are all the same size. They could also
be mapped to the tree in Fig. 4c, even though it has more
levels. These partitions could even be mapped to four- or five-
dimensional boxes, as long as their leaves are compatible.

D. Permuting operations

By default, the Rubik map operation copies ranks between
Cartesian spaces in scan-line order, with the highest-indexed
dimension varying fastest. While this is an intuitive default
order, a user may want to permute ranks within groups to
target bandwidth or latency optimizations. Rubik has several

operations that allow tasks to be permuted to exploit properties
of the physical network: tilt, zigzag, and zorder.

Tilt. The tilt operation can increase the number of links
available for messaging on nD Cartesian networks. Fig. 7b
and 7c show illustrations of two tilts applied to a 3D box.
Conceptually, tilt(op1,op2,op3) selects one hyperplane
(denoted by op1) and a direction (op2) along which an
increasing number (op3) of shifts are applied normal to the
direction of the hyperplane. Shifts are applied in a circular
fashion to all parallel hyperplanes resulting in a permutation
that “tilts” each hyperplane. Fig. 8 shows multiple, successive
applications of the tilt operation to a 4�4�4 box. On the left
is an untilted box, with tasks colored by identity (MPI rank)
from lightest to darkest. In the center, we see the same tasks
after permutation by one tilt, and on the right is the same box
after two tilts have been applied.

1 Z, Y, X = 0, 1, 2 # Assign names to dimensions
2 net = box([4,4,4]) # Create a box
3 net.tilt(Z, X, 1) # Tilt Z (XY) planes along X
4 net.tilt(X, Y, 1) # Tilt X (YZ) planes along Y

Fig. 8: Untilted, once-tilted, and twice-tilted 3D boxes

tilt uses the insights described in Section II to increase
the available links for communication between neighbor tasks

https://github.com/LLNL/rubik
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Global link bottleneck in dragonfly systems

• Few global links when building a smaller than full-sized system
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Figure 1: The PERCS network – the left figure shows all to all connections within a supernode (connections originating from only two
nodes, 0 and 16, are shown to keep the diagram simple). The right figure shows second-level all to all connections across supernodes
(again D links originating from only two supernodes, colored in red, are shown).

topologies. Using traces collected by our emulation-based tech-
nique, we simulate application runs on hundreds of thousands of
cores. Non-uniform link bandwidths on different classes of links
complicate the issue of identifying the weakest links. Interesting
issues arise because of the imbalance in number of different types
of links available when using a small subset of the entire topology.
Hence, we do simulations for one quarter of the full system size
(assuming 300 supernodes) and the full system as well.

The novel contributions of this paper are:
• To the best of our knowledge, this paper has the first analysis

of congestion on a two-level direct topology due to routing
and mapping choices. We present several solutions for avoid-
ing hot-spots on such networks.

• The paper presents the largest packet-level detailed network
simulations done so far (for 307,200 cores) for several com-
munication patterns. These simulations help us analyze ap-
plication performance in great detail through performance
counter-based per-level link statistics, visualization tools and
predicted application performance.

• We present several intelligent mappings for 2D, 4D and mul-
ticast patterns and compare their performance when coupled
with direct and indirect routing on the PERCS network.

2. THE PERCS TOPOLOGY
The PERCS interconnect topology is a fully connected two-tier

network [2]. Figure 1 (left) shows one supernode of the PERCS
topology as a large circle. Within the large circle, a small circle
represents a quad chip module (QCM) which consists of four 8-
core Power7 chips. We will refer to a QCM as a node in rest of
the paper. Eight nodes in one color in each quadrant constitute a
drawer. Each node has a hub/switch which has three types of links
originating from it - LL, LR and D links. There are seven LL links
(24 GB/s) that connect a node to seven other nodes in the same
drawer. In addition, there are 24 LR links (5 GB/s) that connect
a node to the remaining 24 nodes of the supernode. LL and LR
links constitute the first tier connections that enable communication

between any two nodes in one hop. To maintain simplicity, LL and
LR links originating from only two nodes, numbered 0 and 16 are
shown in Figure 1 (left).

On the right, in Figure 1, the second tier connections between su-
pernodes are shown. Every supernode is connected to every other
supernode by a D link (10 GB/s). These inter-supernode connec-
tions originate and terminate at hub/switches connected to nodes; a
given hub/switch is directly connected to only a fraction ( 16) of
the 512 supernodes (full system size). For simplicity, D links orig-
inating from only two supernodes (in red) have been shown. 32
cores of a node can inject on to the network at a rate of 192 GB/s
through a hub/switch directly connected to them.
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Figure 2: The number of D links reduces significantly com-
pared to that of LL and LR links as one uses fewer and fewer
supernodes in the PERCS topology.

An important thing to note about the PERCS topology is the ra-
tio of the number of first level connections to that of second level
connections. For a system with n supernodes, the number of D
links is (n⇥ (n� 1)). There are (32⇥ 31⇥ n) LL and LR links
in total. Hence, there are (992/(n � 1)) first tiers links for every
second tier link as shown in Figure 2. One can observe that as the
number of supernodes used by an application gets smaller, there is
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• # LL+LR links = 32 x 31 x n

• # D links = n x (n-1)
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Figure 1: The PERCS network – the left figure shows all to all connections within a supernode (connections originating from only two
nodes, 0 and 16, are shown to keep the diagram simple). The right figure shows second-level all to all connections across supernodes
(again D links originating from only two supernodes, colored in red, are shown).

topologies. Using traces collected by our emulation-based tech-
nique, we simulate application runs on hundreds of thousands of
cores. Non-uniform link bandwidths on different classes of links
complicate the issue of identifying the weakest links. Interesting
issues arise because of the imbalance in number of different types
of links available when using a small subset of the entire topology.
Hence, we do simulations for one quarter of the full system size
(assuming 300 supernodes) and the full system as well.

The novel contributions of this paper are:
• To the best of our knowledge, this paper has the first analysis

of congestion on a two-level direct topology due to routing
and mapping choices. We present several solutions for avoid-
ing hot-spots on such networks.

• The paper presents the largest packet-level detailed network
simulations done so far (for 307,200 cores) for several com-
munication patterns. These simulations help us analyze ap-
plication performance in great detail through performance
counter-based per-level link statistics, visualization tools and
predicted application performance.

• We present several intelligent mappings for 2D, 4D and mul-
ticast patterns and compare their performance when coupled
with direct and indirect routing on the PERCS network.

2. THE PERCS TOPOLOGY
The PERCS interconnect topology is a fully connected two-tier

network [2]. Figure 1 (left) shows one supernode of the PERCS
topology as a large circle. Within the large circle, a small circle
represents a quad chip module (QCM) which consists of four 8-
core Power7 chips. We will refer to a QCM as a node in rest of
the paper. Eight nodes in one color in each quadrant constitute a
drawer. Each node has a hub/switch which has three types of links
originating from it - LL, LR and D links. There are seven LL links
(24 GB/s) that connect a node to seven other nodes in the same
drawer. In addition, there are 24 LR links (5 GB/s) that connect
a node to the remaining 24 nodes of the supernode. LL and LR
links constitute the first tier connections that enable communication

between any two nodes in one hop. To maintain simplicity, LL and
LR links originating from only two nodes, numbered 0 and 16 are
shown in Figure 1 (left).

On the right, in Figure 1, the second tier connections between su-
pernodes are shown. Every supernode is connected to every other
supernode by a D link (10 GB/s). These inter-supernode connec-
tions originate and terminate at hub/switches connected to nodes; a
given hub/switch is directly connected to only a fraction ( 16) of
the 512 supernodes (full system size). For simplicity, D links orig-
inating from only two supernodes (in red) have been shown. 32
cores of a node can inject on to the network at a rate of 192 GB/s
through a hub/switch directly connected to them.
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Figure 2: The number of D links reduces significantly com-
pared to that of LL and LR links as one uses fewer and fewer
supernodes in the PERCS topology.

An important thing to note about the PERCS topology is the ra-
tio of the number of first level connections to that of second level
connections. For a system with n supernodes, the number of D
links is (n⇥ (n� 1)). There are (32⇥ 31⇥ n) LL and LR links
in total. Hence, there are (992/(n � 1)) first tiers links for every
second tier link as shown in Figure 2. One can observe that as the
number of supernodes used by an application gets smaller, there is
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