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Summary of last lecture

• I/O can become a bottleneck when other portions of the code scale well

• Reading input datasets, writing numerical/scientific output, checkpointing

• Parallel file system required for high performance

• Different approaches to file I/O:

• One process per file, shared file, shared files for subsets of processes

• Contention for metadata server and OSTs/disks
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Molecular Dynamics

• Calculate trajectories of atoms and molecules by solving Newton’s equations of 
motions

• Force calculations

• Bonded interactions: bonds, angles, dihedrals

• Non-bonded interactions: van der Waal’s and electrostatic forces

• Number of atoms: thousands to millions

• Simulation step: ~1 femtosecond (10-15 s)
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Sequential Algorithm

• At every step, calculate forces on each atom

• Calculate bonded and short-range forces every step

• Calculate long-range non-bonded forces every few time steps (using PME or P3M etc.)

• Particle mesh Ewald (PME) summation:

• Calculate long-range interactions in Fourier space 

• Calculate velocities and new positions

• Repeat …
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Traditional approaches to parallelization
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Traditional approaches to parallelization

• Atom decomposition:

• Partition the atoms across processes
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• Atom decomposition:

• Partition the atoms across processes

• Force decomposition:

• Distribute the force matrix to processes

• Matrix is sparse and non-uniform
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Traditional approaches to parallelization

• Atom decomposition:

• Partition the atoms across processes

• Force decomposition:

• Distribute the force matrix to processes

• Matrix is sparse and non-uniform

• Spatial decomposition:

• Assign a region of the 3D simulation space to each process
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Fig. 1. A biomolecular simulation box (only two dimensions shown) split into cells of size 16⇥ 16⇥ 16 Å (extreme left). Each processor holds one such
cell containing approximately 400 atoms. When there are fewer atoms per processor (say 50), the three dimensions are further split to give cells of size
8⇥ 8⇥ 8 Å (center). When there are around 6 atoms per processor, each dimension is reduced to one-fourth the original size (extreme right).

and computation, at every time step, each node sends positions
and velocities of the atoms to its communicating neighbors and
once it has received its incoming messages, calculates forces
on its atoms. The expression for the time per step of an MD
computation is:
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Substituting the expression for T from equation (III.3) in
equation (III.2),
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For the weak scaling analysis, putting in the values of ratio
of atoms to processors, N/Pc = 100 and tc = 10�10 seconds,
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Figure 2 plots the values of ts and tw based on the
equation above for different values of ⌘. For the case of
perfect efficiency, MD simulations do not put a considerable
requirement on the per-processor communication bandwidth.
However, it does require that the network latencies be small.
If we look at the case of ⌘ = 0.125, the application would
require a latency of below a microsecond and a per-processor
communication bandwidth of 2 GB/s. It is also important to
mention that our analysis assumes serialization of messages
put on the network by a node arising from all of its 1024
cores. We expect that for future machines, multiple cores on a
node will be able to inject messages on the network in parallel.

B. Memory requirements

MD codes have a relatively small memory footprint since
the number of atoms on each core is small (between 5 to
400). However at the start of each time step, when atoms
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Fig. 2. Latency and bandwidth requirements for MD (weak scaling)

are received by the processing cores, the amount of memory
needed increases. This is proportional to the total number
of messages received by each core (75 for the case above).
The size of each message is equal to N/Pc multiplied by
the memory requirements for the atom data structure. The
information about each atom sent in the message is the
charge on the atom and its position. Hence the increase in
memory consumption at the beginning of each time is equal
to 75 ⇥ (N/Pc) ⇥ 32 bytes = 0.23 MB. However, even this
transient memory usage in MD simulations is not significant.

C. Smaller problem sizes

An important observation is that building a 107 billion
atom molecular system and doing useful science with it, will
be a challenge for biophysicists. Simulating such a large
system to observe anything meaningful will require long
simulations (milliseconds to seconds). The largest classical
MD simulations done so far involve up to 3 million atoms,
a five orders of magnitude difference. Hence, many scientists
will still simulate systems smaller than 107 billion atoms and
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Hybrid parallelization

• Hybrid of spatial and force decomposition

• Decouple assignment of data and work to 
processes

• Distribute both atoms and the force calculations 
to different processes
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Neutral territory (NT) methods
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• Desmond’s mid-point method
 

 
Figure 1.  Assignment of particle pairs to interaction boxes in the midpoint 
method.  In this figure, the boxes are square with side length b, and R = 1.5b.  
Each pair of particles separated by a distance less than R is connected by a 
dashed line segment, with the “x” at its center indicating the box which will 
compute the interaction of that pair. 
 
to the box in which a set of particles interact as their 
interaction box.  Figure 1 illustrates the assignment of particle 
pairs to interaction boxes implied by the midpoint method.  
Two particles that lie in the same box necessarily interact in 
that box, but particles that lie in different boxes may interact 
either in the box in which one of them resides (e.g., particles 2 
and 3) or in a box in which neither resides (e.g., particles 1 
and 5 or particles 3 and 4). 

In the midpoint method, the volume of space from which a 
given process must “import” particle data that ordinarily 
resides within other processes (its import region) includes 
only points within a distance R/2 of its home box, because if 
the distance between two particles is less than R and one of 
them lies more than a distance R/2 from the home box, their 
midpoint must lie outside the home box.  This import region is 
shown in Figure 2(a) for a two-dimensional system. 

For comparison, Figure 2(b) shows the import region of a 
particular traditional spatial decomposition method in which 
the box that interacts two particles is always the home box of 
one or both particles.  In this method, the particles interact 
within the home box of the particle with the smaller x-
coordinate, unless the home boxes of the two particles are in 
the same vertical column, in which case the particles interact  

 

 
Figure 2.  Import regions of (a) the 2-D midpoint method and (b) the 2-D 
analog of the HS method, where R = 1.5b.  In each case, the interaction box is 
light gray and the import region is dark gray. 
 

within the home box of the particle with the smaller y- 
coordinate.  The import region includes half the space within a 
distance R of the home box.  This method is the 2-D analog of 
the HS method defined in our recent publications [6, 43]. 

When the midpoint or HS methods are used for an MD 
simulation, or any other application that requires computation 
of the total force on each particle, each interaction box must 
“export” a force contribution to each of the particles in its 
import region after it has computed the interactions assigned 
to it.  A method in which each process computes all force 
contributions for each particle in its home box would avoid 
the need for such force export, but it would have twice the 
import volume of the HS method and would require that each 
interaction between particles in different boxes be computed 
twice. 

Communication Volume.  Assuming uniform particle 
density, the amount of particle data that must be transferred 
into each process during particle import and out of each 
process during force export is proportional to the volume of 
the import region.  We therefore use the volume of the import 
region (the import volume) as a measure of communication 
bandwidth requirements of a parallelization method.  
Assuming cubical boxes of side length b, we can express the 
import volumes of the 3-D HS and midpoint methods 
(Vimport,HS and Vimport,midpoint, respectively) in terms of αR = R/b 
as: 

Vimport,HS       = b3 (2/3 παR
3 + 3/2 παR

2 + 3αR) 
Vimport,midpoint = b3 (1/6 παR

3
 + 3/4 παR

2 + 3αR). 
A large value of αR implies a high degree of parallelism, as 

b is determined by the number of processes used for 
simulation as well as the size of the global cell.  The import 
volume of the midpoint method is always smaller than that of 
the HS method, with the difference growing in both relative 
and absolute terms as αR grows.  For a more detailed 
comparison of the import volumes of various parallelization 
methods, see [5] and [6]. 

Parallelization of Other Calculations.  The midpoint 
method also applies to interactions that involve sets of three or 
more particles:  the interaction between a set of m particles is 
computed on the box that contains their midpoint, defined as 
the center of the smallest sphere that contains all m particles.  
Desmond uses the midpoint method to parallelize computation 
of the bonded terms, which typically involve two, three, or 
four particles.  Each of these terms is evaluated on the box 
containing an easily computed, approximate midpoint of the 
particles involved.  For parameters associated with typical 
biomolecular force fields, this requires no additional 
communication because all particle positions needed for the 
computation of each bonded term are already included in the 
midpoint method import region associated with the pairwise 
nonbonded computations [5]. 

Similarly, no additional communication is typically required 
for the charge spreading or force interpolation operations 
associated with PME and k-GSE because the particles to be 
communicated already lie in the midpoint method’s import 
region [5]. The same holds for the constraint calculations 
performed in Desmond.  Under the HS method, these 
operations would require additional communication. 
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Match efficiency of NT method 

Subboxes per box 
 

1×1×1 2×2×2 4×4×4 
8 Å 25% 40% 51% 

16 Å 12% 25% 40% 
Box 
side 

length 32 Å 4% 12% 25% 
 
Table 3: Match efficiency of the NT method for several box sizes, each 
divided into 1 (1×1×1), 8 (2×2×2), or 64 (4×4×4) subboxes.  These figures 
assume a 13-Å cutoff radius. 

 
 
Figure 3: (a–c) Import regions associated with several parallelization 
methods for range-limited pairwise interactions.  (a) In the NT method, 
each node computes interactions between atoms in a tower region and 
atoms in a plate region.  The asymmetry of the plate region reflects the fact 
that the interaction between a pair of particles need only be computed 
once, yielding equal and opposite forces on both particles.  (b) In a more 
traditional parallelization method, each node computes interactions be-
tween atoms in its home box and atoms in a larger “half-shell” region, 
which includes the home box.  (c) A variant of the NT method used for 
charge spreading and force interpolation.  A larger, symmetrical plate 
region is required because these calculations involve interactions between 
particles and mesh points rather than between pairs of particles.  (d–f) 
Adapting the NT method to Anton.  (d) The original NT method, for a 
chemical system larger than that of (a).  (e) The use of subboxes leads to 
an expansion of the plate region, because the union of the subbox plates is 
larger than the original plate.  (f) On Anton, the import region consists of 
whole subboxes. 

leads to a more communication-efficient implementation, an  
advantage that grows asymptotically as the level of parallelism 
increases.  In addition, because the two sets of atoms to be inter-
acted are closer in size in the NT method, the ratio of computation 
to communication bandwidth within each HTIS is higher, so the 
NT method uses on-chip communication resources more effec-
tively.  The NT method is one of a number of neutral territory 
methods—parallelization schemes in which the interaction between 
two atoms may be computed by a node on which neither resides [2, 
3, 11, 19, 29]. 

In the absence of appropriate countermeasures, one efficiency-
limiting factor associated with the NT method arises from the fact 
that not all atoms in the tower need to interact with all atoms in the 
plate; many atom pairs, for example, exceed the cutoff radius.  In 
order to achieve high PPIP utilization, each PPIP is thus fed by 
eight match units, which consider pairs of atoms and determine 
whether they may be required to interact.  A given plate atom can 
be tested against eight tower atoms in a single cycle, with pairs that 
pass this test moving through a concentrator that feeds the PPIP 
input queue.  As long as the average number of such pairs per cycle 
per PPIP is at least one, the PPIPs will approach full utilization.   

As the chemical system size increases, the NT method’s match 
efficiency (defined as the ratio of necessary interactions to pairs of 
atoms considered) falls to a point where even eight match units 
cannot keep a PPIP occupied (Table 3).  We address this issue by 

dividing each home box into a regular array of subboxes, and 
applying the NT method separately to each one.  The use of 
subboxes significantly increases match efficiency and thus PPIP 
utilization (Table 3), at the cost of slightly enlarging a node’s total 
import region (Figure 3e).  The effective import region is enlarged 
further (Figure 3f) to take advantage of Anton’s multicast mecha-
nism, which sends all atoms in a given subbox to the same set of 
nodes.  

A variant of the NT method is also used to parallelize the charge 
spreading and force interpolation operations, with the HTIS com-
puting interactions between atoms in the tower and mesh points in 
the plate.  Because of the asymmetric nature of these interactions, 
the plate region must be enlarged relative to that used for range-
limited interactions (Figure 3c).  In addition, mesh point positions 
are regular and fixed, so each node can simply compute them 
locally rather than importing them.  To perform charge spreading, 
for example, each node imports position data for atoms in the 
tower, computes interactions with mesh points in the plate, and 
then exports a charge for each of these mesh points.  Because the 
tower region that must be imported for the range-limited force 
computation always includes the charge-spreading tower region, no 
additional atom position communication is required.    

3.2.2 FFT 
In order to evaluate long-range electrostatic forces, Anton must 
perform two sequentially dependent FFTs: a forward FFT followed 
by an inverse FFT.  With our choice of Ewald parameters, the mesh 
on which these FFTs is computed is small—just 32×32×32 for a 
cubical chemical system 40–80 Å on a side, with only 64 mesh 
points stored on each of Anton’s 512 nodes.  As such, the actual 
FFT computation is relatively inexpensive, and most of the FFT 
time is due to communication.  Although Anton’s toroidal inter-
connect is optimized for local communication, the three-
dimensional FFT can still be parallelized effectively using a 
straightforward decomposition into sets of one-dimensional FFTs 
oriented along each of the three axes.  This parallelization strategy 
involves sending a large number of messages (hundreds per node); 
alternative strategies that reduce the number of messages but use 
greater communication volume generally perform better on com-
modity clusters [2, 14].  Computation of the FFT on Anton is de-
scribed in more detail in a separate paper [36]. 

3.2.3 Bond Terms and Correction Forces 
In contrast to range-limited forces, which are computed between 
pairs of atoms dynamically selected according to their current 
positions, each bonded force term (bond term) is specified prior to 

Midpoint method NT method
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Particle mesh Ewald

• Replace direct force calculations by:

• Calculate short-range forces in real space

• Calculate long-range forces in Fourier space

• Create a 3D mesh/grid representing charge densities of atoms

• Compute a 3D Fast Fourier Transform (FFT)

• FFT computes the discrete Fourier transform (DFT) or inverse DFT

• Reduces the complexity from O(N2) to O(N log N)
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Parallelization of PME (3D FFT)

• 1D or slab decomposition
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Parallelization of PME (3D FFT)

• 1D or slab decomposition
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Parallelization of PME (3D FFT)

• 2D or pencil decomposition
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Special purpose hardware

• Anton: 512 nodes arranged in a 8x8x8 torus

• Special hardware (HTIS) for calculating short-range pairwise force interactions
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