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Program”



Overview:

• The function and use of a Burst Buffer

• How it is implemented in hardware

• How it is implemented in software

• Performance benchmarks

• Five science project test cases

• Lessons learned and conclusion



Burst Buffer:

• Mid-Level storage solution

• Comprised of high-speed SSDs 
• Connected to network not compute nodes
• Controlled by DataWarp software by Cray

• Common Targeted Applications
• Checkpointing and Restarting
• Complex I/O patters such as non-sequential 

table lookups
• Coupling applications and post-processing
• Dynamic Load Balancing
• Interactive visualization workflow



Cori Supercomputer System:
Burst Buffer Hardware

• Phase 1 “Cori Data Partition”
• Cray XC40 w/ 1632 dual-socket nodes
• Two 2.3 GHz 16-core Haswell
• 128 DRAM per node
• Dragonfly topology
• Burst Buffer nodes with SLURM
• High performance Lustre scratch w/ 27 

PB at 700 GB/s peak



Burst Buffer Software 
Environment:

• DataWarp by Cray
• Logical Volume Manager (LVM)

• Groups multiple SSDs on a single node into one 
logical block device

• XFS File System
• Created for each Burst Buffer Allocation
• This allocation appears as separate filesystem to 

the user

• DataWarp File System (DWFS)
• Based on wapfs
• Coordinates communication between BB nodes

• Cray Data Virtualization Service (DVS)
• Handles communication between compute nodes and 

DWFS



Benchmark Performance:

• 8 Gb block size and 1MB transfer size

• Used file sizes 1.5x the compute node’s 
memory

• 1120 compute nodes with 4 processes per 
node

• 140 Burst Buffer Nodes

• Compared to Lustre
• 700-750 GB/s POSIX File-Per-Process
• 573/223 GB/s Read/Write for MPI-IO 



Nyx/Boxlib:

• Cosmology AMR simulating dark matter

• Simulates from 900,000 years post Big-Bang 
to present day

• Data files O(TB) with even larger checkpoints

• 256x256x256 average mesh points 
decomposed into 1.8 GB sub-volumes

• Peak theoretical bandwidth achieved when 
using 16 writing processes (higher than 
Lustre)



Chombo-Crunch:

• Carbon Dioxide injection into soil

• Non-linear dynamic multi-phase flow 
modeling

• Fluid-fluid interactions and coupled fluid-solid

• Output files range from O(10) GB to O(1) TB

• Realtime I/O creating PNG and Movie files 
interactively

• Too intensive for disk-based storage



Chombo-
Crunch:






VPIC-IO:

• Plasma simulation of charged particles
• Simulates mapping of magnetic field in 

interstellar medium
• Simulates trillions of particles ranging from 32 

– 40 TB data files per time step
• Generates O(10,000) time steps
• Fast store to BB then asynchronously move to 

Lustre storage
• IO optimized by having the same number of 

BB nodes as MPI aggregators
• Independent I/O outperforms since SSDs 

perform better at random value lookup 
operations 



TomoPy ALS Spot Suite

• Tomographic Reconstruction (CT scans)

• Advanced Light Source (ALS) and Advanced 
Photon Source (APS) augment raw 2D images 
from scanners

• Tomographic Reconstruction process is I/O 
intensive with 30% of the application spent in 
I/O



ATLAS at LHC

• ATLAS at Large Hadron Collider

• Collides protons 40 million times per second

• O(1) PB of initial data

• I/O had originally bottlenecked certain 
simulations

• Limited performance improvement for small 
cache or small file sizes



Conclusions and Lessons 
Learned

• Early Use programs help in debugging 
production technologies

• Burst Buffer provides high-performance I/O as 
intended with demonstrated benefits

• Small files and varied I/O patterns have poor 
performance

• Using MPI-IO with DataWarp needs to be 
optimized

• Even checkpointing to Burst Buffer requires 
moderate code-tuning compared to Lustre

• Achieved near theoretical-peak performance 
on Early Use programs (Nyx)



Questions?
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