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Introduction

• Groundbreaking N-body simulations have won the Gordon Bell prize in 1992, 
1995-2003, 2006.
• In the field of N-body simulations during the past few years, graphics 

processing units (GPUs) have been preferred.
• Hierarchical algorithms such as the tree algorithm and fast multipole method 

(FMM) are also indispensable requisites, because they bring the order of the 
operation count from O(N2) down to O(NlogN) or even O(N).
• Challenges: inefficient use of parallel pipelines when the number of target 

particles per cell was small.
• Motivation: a method that could pack “multiple walks” that are evaluated by 

the GPU simultaneously via redesign the tree algorithm and FMM



GPU implementation of the tree algorithm

• The treecode by Barnes and Hut 
represents a system of N 
particles in a hierarchical 
manner by the use of a spatial 
tree data structure.
• Whenever the force on a particle 

is required, the tree is traversed, 
starting at the root.
• At each level, a gravity center of 

particles in a cell is added to an 
“interaction list” if it is distant 
enough for the truncated series 
approximation to maintain 
sufficient accuracy in the force.



GPU implementation of the tree algorithm

• The modified tree algorithm 
terminates the tree traversal 
when the cell contains less than 
Ncrit particles.
• This results in an average 

number of particles per cell Ng
in between Ncrit/8 and Ncrit

• The modified tree algorithm 
reduces the calculation cost of 
the host computer by roughly a 
factor of Ng



Comparison of GPU tree codes



Details of proposed code

The sequence of the algorithm is as follows:
1. The data of the multiple walks are 

prepared on the host CPU
2. Multiple walks are then sent to the 

GPU.
3. Calculations are performed. 
4. The forces calculated by the different 

blocks in the GPU are received in a 
bundle.

5. The orbital integration and other 
caculations are performed on the host 
CPU.

6. The process is repeated.



Cosmological N-body simulation using GPU-
treecode
• A cosmological N-body simulation of a sphere of radius 136.28 Mpc

(mega parsec) with 1,608,044,129 particles for 327 timesteps.
• A particle represents 8.20 × 104 solar masses. 
• Simulation from z = 21.1, where z is red-shifted, to z = 18.5.



Performance validation

• Due to the evolution of a large-scale
structure in the universe, the
number of interactions increased,
and as a result, the performance
also increased. After 150 steps the
performance reached a constant
state



GPU implementation of the FMM

In order to execute the FMM efficiently on the GPU, the following 
modifications were made to the FMM:

1. The complex spherical harmonics were transformed to real basis 
functions.

2. All of the translation matrices were generated on-the-fly.
3. The box structure and interaction list of the FMM are restructured 

and renumbered to match the number of threads per block.
4. The same multipole walks technique is implemented for all stages of 

the FMM algorithm.



A vortex particle simulation of homogeneous 
isotropic turbulence using GPU-FMM
• Vortex method: a particle based method for fluid dynamics simulations.
• It is especially well suitable for solving turbulence, because it calculates 

the vortex interactions seen in turbulent flows.
• The Navier-Stokes equation is solved in the velocity-vorticity form, and

discretized with vortex particles.
• Velocity equation:

• Vorticity equation:



Performance validation

• FMM does not scale exactly as O(N), 
but rather shows a scaling close to 
O(N1.15).

• The FMM on the GPU is approximately 
80 times faster than the FMM on the 
CPU.



Performance validation
• The low parallel efficiency for 

small N is a direct consequence 
of the low performance of 
GPUs for small N.

• The calculation time for N < 104

increases for nprocs >= 16, 
because time spent on 
communication becomes large 
compared to the calculation 
time.



Calculation Results • The larger structures match between 
the two methods, the smaller 
structures behave differently



Overall cost performance of the simulations

• Compared to the Gordon Bell finalist of 2006 [13], the 
number of particles used in the present gravitational 
simulation is 768 times larger

• The performance is 1870 times higher and the 
price/performance is 18.59 times better



Conclusions

• A hierarchical N-body simulation has been performed on a cluster of 
256 graphics processing units (GPUs) using the treecode.
• A vortex particle simulation of homogeneous isotropic turbulence 

using 16,777,216 particles was performed using FMM.
• Both the tree algorithm and FMM show a significant performance 

gain when executed on GPUs as compared to the performances of the 
hierarchical algorithms running on CPUs.
• Using the novel approach, a GPU cluster can outperform a PC cluster 

from the viewpoints of cost/performance, power/performance, and 
physical dimensions/performance.


