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Abstract—The MeshTest testbed enables real wireless nodes,modeling on RF propagation theory, do not capture the dy-

real RF, and programmable attenuators to simulate control- npamic link conditions and real world hardware interactions
lable and repeatable mobile wireless experiments. MeshTes reflected in field tests

provides realistic wireless conditions with variable link states MeshTest i laborat based bil irel testbed
and interference that are difficult to model in software basel eshiest IS a laboralory-based, mobile wireless testbe

wireless simulators. In addition, MeshTest reduces the coplexity ~ that offers a hybrid between field testing and simulation
and lack of control introduced by wireless field tests with [8]. The testbed features wireless Orbit [9] nodes placed

actual wireless devices. Previous work provides validatio of the jn shielded enclosures with their RF wired into a matrix
testbed’s ability to accurately simulate propagation losghrough switch of programmable attenuators. By dynamically adfjgst

RF comparisons with actual wireless devices arranged at siitar . .
distances. Similarly, this paper focuses on a comprehengiv the attentions between the nodes, MeshTest can effectively

analysis and validation of the testbed’s transport layer beavior. ~Simulate arbitrary physical arrangements of nodes and Imobi
In this paper, we conduct experimental scenarios which help scenarios. The testbed allows a diverse variety of expeitsne

to characterize TCP and UDP in the testbed. The result is to be run with real hardware and real implementations while
a higher degree of confidence in the overall accuracy of the yaintaining close control and monitoring of the nodes. The

MeshTest wireless testbed. In addition, this work contribues to ¢ K b fi d with titi-h d int-t .
a more comprehensive DTN convergence layer design optimize NEtWOrk can be configured with mutlti-hop and point-to-foin

for mobile wireless networks. links.
MeshTest provides an ideal environment for testing the
I. INTRODUCTION mobile wireless devices running the DTN protocol itself as

well as convergence layers that bridge the transport and DTN

A store-and-forward network with support for high delaylayers. In [10], MeshTest was used to experiment with the
intermittent, or non- existent end-to-end connectivitglsssi- data MULE scenarios presented in [11]. The experiments
fied as a Delay-Tolerant Network (DTN). The DTN protocolised the DTNRI (DTN2 version) running on Orbit nodes,
is designed to provide connectivity in adverse and challdngand the testbed provided a unique ability to reproduce these
network conditions, conditions where TCP often fails [1Jexperiments without introducing uncontrollable variabfeom
The DTN reference implementation (DTNRI) released by thtae environment. One observation that resulted from these
DTNRG [2] is an implementation of the DTN protocol [3]experiments was inconsistent data exchanges between the
for use in heterogeneous networks including mobile wieleMULEs and the nodes across experiments. While the same
networks. A DTMN is a DTN network of mobile nodesamount of data was available for transfer at each hand-
where end-to-end connectivity may never exist between aoff opportunity, the amount of actual data transferred rofte
two nodes in the network [4]. In such a network, a nodearied, yet the amount of data generated and the mobility
may transmit and then disconnect from the network but stdtenario remained constant. Due to the complexity of mieltip
require some form of reliable delivery guarantee. Designifayer interactions, the reason for this behavior is notlgasi
such a network that is robust and reliable under a wide wariainderstood.
of mobile scenarios, with the potential for extreme network [12] and [8] validate, both in theoretical and actual perfor
partitioning, requires an extensive amount of research amthnce terms, the simulation accuracy of the testbed. Haweve
testing. in light of the data MULE experiments, characterizationtod t

As in [4], such testing in the DTMN area has mainly reliedestbed transport layer behavior also seems appropriates, T
upon simulation. This is due in part to the time, difficultpda this paper provides an analysis of the MeshTest transpget la
expense of running live experiments with real devices.driein order to experimentally validate its behavior. In partig,
tests can be complex and difficult to coordinate over largee focus on the transmission and throughput range for both
geographic areas. In addition, they are often only marlyinalUDP and TCP as a function of distance and examine the
reproducible. On the other hand, simulators such as ns2 [Bjroughput variability. Through this work, we also establi
OPNET [6], and GloMoSim [7], which base their networka foundation for future DTNMN transport layer research and



contribute to the development of a robust convergence layayers is the type of data being transmitted; however, their
for DTN in a mobile wireless network. Our work providegmain objectives remain the same- efficient link utilizati¢im
an initial analysis of conditions where using an unreliablihe case of Saratoga, another goal is efficient link utilirat
transport layer such as UDP provides greater link util@ati during small transmission windows.) Ultimately, determ
while deferring reliability to the convergence and DTN legie the best convergence and transport layer for mobile wiseles
This paper is organized into several sections. Section DITNs will depend on the scenario (e.g. multi-hop or point-
discusses the DTN convergence layer (CL) and the need fofpoint transmissions, the level of end-to-end connégtiv
a CL optimized for mobile wireless environments. Sectiobetween the sender and receiver, etc.) and the applicatiog u
[lI-A provides an overview of the MeshTest testbed. SectiddTN.
IV-A details our transport layer experiments and sectiorBlV  The MeshTest testbed provides an ideal environment for
presents our findings. Finally, our conclusions and sugmest research and development of a mobile wireless convergence
for future work are presented in section V and VI. layer implementation for DTN. MeshTest provides a reaisti
framework for understanding whether UDP or TCP has better
link utilization and under which scenarios and what types
One of the more interesting aspects of the DTN protocof network topologies. Thus, in order to make use of the
is the convergence layer. The convergence layer providesMeshTest testbed and improve our understanding of DTN
interface between the transport layer and the DTN lay&onvergence layer issues, this paper focuses on the behavio
This layer bridges the gap between the “bundle” at the DTdF UDP and TCP in general in the MeshTest wireless mobile
layer and segments at the transport layer. In fact, a DTibstbed.
can provide services over any transport layer provided an
appropriate convergence layer with the necessary interfac I1l. THE MESHTEST TESTBED
Depending on the pundle size ar_wd .the size of the underlyi 9 MeshTest Design
transport layer maximum transmission unit (MTU), a bundie
may be subdivided into smaller units for transmission into MeshTest consists of a rack of 12 Orbit nodes running
the network. This subdivision introduces fragmentation d?€bian Linux in shielded enclosures, an RF matrix switch,
the bundles prior to transmission. The DTN specification dend a server that provides experiment control, as depicted
fines the concepts of proactive, pre-convergence layerlbuni Figure 2. The RF from each computer's Atheros WiFi
fragmentation, and reactive, post-convergence layer leungard is cabled through the enclosures and into the matrix
fragmentation. However, details of DTN fragmentation and switch. The enclosures prevent inadvertent cross-talkdzet
fragmentation implementation are as yet unspecified by tHeg computers, and the matrix switch allows us to arbiyaril
DTNRG. Despite the lack of a concrete specification, trepntrol the attenuation between the devices. This modiicat
DTNRI implements fragmentation using TCP at the transpa?f signal attenuation simulates internode distances.
layer, however we have observed that this fragmentatios doe The switch attenuation settings are computed based on node
not reactively fragment and retransmit only missing bundf@ordinates. Repeatedly updating these coordinates atesul
segments, instead entire bundles are retransmitted. node movement in the testbed. The graphical user interface
Custody transfer is a method for acknowledging that @epicted in figure 3 is one method for generating a mobility
bundle has been received by potentially many nodes in tisisenario. Additionally, node coordinate updates can bé sen
store-and-forward network. Any node accepting custody ca&ia xml directly to the MeshTest simulation daemon. Atten-
be designated as a “custodian” in a DTN, and a bundigtion based on node distances is computed using any path
may traverse multiple hops before reaching a custodial .nodless model, however currently only free space path loss is
Custody transfer provides a mechanism for reliable defie¢r implemented.
the DTN layer, which is distinct from transport layer reliép Figure 1 is a simplified diagram of an x b switch for
in use over any hop. Custody transfer provides end-to-end= 3, b = 2. It has3 inputs that connect through digital
reliability whereas a reliable transport layer can onlyyie attenuators t® buses. Each bus has a direct, unattenuated,
hop-by-hop reliability in a DTN. external connection. The current MeshTest switch is algtual
The introduction of reliability via custody transfer ancdice a 16 x 4 switch and ar8 x 2 switch has been recently added.
tive fragmentation in the convergence and DTN layer pravidén [15] we present possible ways for connecting these two
an opportunity for discussion regarding the need for rdltgb switches to address testbed scalability.
at the transport layer as well. With reactive fragmentatiod The nodes are connected to the switch inputs, and the out-
custody transfer reliability, using an unreliable transpayer puts are left unterminated. Signals are reflected back tftrou
such as UDP over point-to-point wireless links would previdthe combiners to all the inputs. The amount of components the
both reliability and efficient link utilization. This appach is signal must pass through leads to considerable inserti&s lo
adopted by Saratoga, a convergence layer protocol desigtieat is dependent on the frequency used. However, this loss
for file transfer between satellites and ground stationg. [13s approximately the free space path loss over 2m and thus
Another convergence layer using UDP is the Licklider (LTPJoes not significantly limit the types of scenarios that can b
protocol [14]. The main difference between these convargersimulated [15].

Il. THE DTN CONVERGENCELAYER
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Fig. 1. Simplified RF matrix switch diagram, showing threputs and two
busses, each with an unattenuated output. The boxes lalgledepresent
the digital attenuators with ranges 0-127 dB

Fig. 2. The MeshTest testbed. The shielded enclosuresicanitzless nodes
and the RF matrix switch controls the attenuation expeédnisetween the
nodes.
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Fig. 3. A screenshot of the simulation daemon GUI. This gui ba used
to control placement and movement of the nodes. Each gridreqepresents
1km?2

It is not possible to exactly compute switch attenuation
settings equal to thé6 x 16 path loss matrix represented by
an arbitrary scenario. Thus, a simulated annealing atyoris
used to approximate the path loss and to find the appropriate
switch settings. The accuracy of this solution is establisim
[16]. Given a scenario with 12 nodes placed randomly in a
1km x 1km square, on average this solution finds attenuator
settings that come within about 1dB of the desired path loss
on each link.

Modification of signal attenuation simulates propagation
loss due to node distance. However, propagation delay is not
modeled in the testbed. Since the nodes do not physically
move, propagation delay remains constant regardless of
attenuation changes. Although the TCP retransmission
mechanism makes use of the round-trip time (RTT) in order
to establish a retransmission timeout (RTO) value, we cahte
that the propagation delay between nodes accounts for a
negligible amount of true network round-trip time estinsate
Given the propagation delay of the 802.11 medium is the
speed of light § x 103m/s) and the granularity of the RTO
timer is on the order 0600ms and is updated once per RTT
in most Berkeley-derived systems [17], the distance at whic
propagation delay of 802.11 would become measurable is
calculated as:

500ms x 3 x 108m/s = 15 x 10"m = 15 x 10*%km

Thus, at distances less thah x 10*km, propagation delay
contributes far less to the round-trip delay as compared to
delay introduced by processing at intermediate routersyor b
traversing multiple hops. Because this intermediate deday
retained within the testbed, the TCP RTO variable is updated
based on the dominating delay, the delay introduced by
processing at intermediate nodes.

On the other hand, constant propagation delay can have
affects on the physical layer. Given the fact all nodes withi
range receive the same signal, it is impossible to delay the
signal according to the propagation delays of multiple re-



scenario. We conducted two types experiments which we call

a0l % , the “walkaway” and the “drive-by” experiments. The nodes

% are placed in a 2-D grid and for both experiments we varied

ol T | only thez — coordinate, thereby introducing a 1-D mobility
_ % % pattern.

Received signal strength (dBm)

a maximum separation of 1.2km. Through this experiment we

| In the walkaway experiment, two nodes, a sender, desig-
}@ nated s, and receiver;, begin transmitting when they are
ol % | zs = z, = 0, distanced = 0 apart, at timet = 0. S moves
% % b % at a constant rate of 4m/sec whiteremains stationary. The
| ﬁ % | experiment ran for 300 secs at which time the nodes achieved
iﬁ ﬁ o are able to characterize the effect of distance on throughpu
‘ % when the nodes started at a minimum distancd ef 0.
10 _ 10° 10’ The drive-by experiment begins with the sender and receiver
distance (meters) . .
nodes 1.2km aparg is atz; = —1.2km andr is located at
Fig. 4. The stationary measurement results from [12]. RS&igurements at 7 = 0. S moves _In a s_trmght line toward at_ a rate of
various distances for both the testbed simulations andibutireless devices. 4m/sect = [0, 300) is designated the “approaching path” and
t = [300,600) is designated as the “parting path.” Exactly
halfway through the experiment,= 300, z;, = x,, = 0, thus
ceivers. Delaying the signal for one receiver could be done § = 0. S continues moving away from at a rate of 4m/sec
transmitting the signal at a later time based on this recsiveuntil they are separated by= 1.2km. S has traveled a total
expected propagation delay. However, all other nodes wouligtance of 2.4km in a straight line.
also receive the signal at the same time, which may notWe used the same experimental scenarios for both UDP
may not match their expected propagation delays. Delayidgd TCP using iperf [18] to generate the traffic at a constant
transmission, therefore, does not solve this problem sin@i rate of29M/bps for UDP and with a receive window size
the signal has already affected the shared medium at tRfs85.3kB and a sender window size abkB for TCP. The
point. In [12], the affect of this constant propagation gelaMSS was 1450 and the UDP packet size was 1470 bytes. Iperf
was studied. It was shown in shared medium tests that thigfaults to the window sizes of the particular Linux default
constant propagation delay did not have significant affents and in all experiments the defaults selected by iperf weeel us
throughput. We conducted 100 individual runs of TCP and UDP for each
o _ experiment.

B. MeshTest Validation Sudies Since the walkaway experiment begins with the nodes at
In [12] the authors perform several validation studies of = 0, there is no issue with establishing an immediate
MeshTest. The results of stationary measurements, “dy’e BTCP or UDP connection between the sender and the receiver.
experiments, and shared medium testing showed that MeshTéswever, measuring the time at which a route between the
is able to accurately simulate path loss experienced by reabdes is established in the TCP drive-by experiment reduire
world 802.11 devices. The stationary measurement testirgpeated attempts to establish a successful connection. We

compared the RSSI (received signal strength) between a paghieved this via a timer inserted at the start of the cliediec

of MeshTest nodes at simulated distances and a pair tofmeasure the time between the start of the experimentaintil
laptops configured as an 802.11 sender and receiver pa#. Tdiccessful TCP connection was established. The time atwhic
field test evaluated the accuracy of the MeshTest path lassoute was established for the UDP drive-by experiment was
algorithm. The results of this experiment are depicted iarg easily measured by the number of lost packets transmitteid un
4. MeshTest’s simulated results are reasonably consigtigmt the nodes began successfully transmitting (a statistiorteg

the wireless laptop results, however a high degree of viditiab without modification by iperf).

exists when the nodes are at close distances. The authon# section IlI-A, we describe the two methods for updating
attribute this variability to the switch insertion loss whican switch settings, via the gui or direct xml updates. Since
not produce attenuation settings less than -45dB. In sectihese experiments required precise coordinate updatetesh
IV-B, we find that this variability translates to the transpo code directly updated the simulation daemon with new node
layer as well. coordinates via xml every second.

IV. TCP AND UDP THROUGHPUTCHARACTERIZATION B. Results and Analysis

A. Experiment Description Figure 5 and figure 6 depict the mean throughput for both
Our objectives were to experimentally validate the tramspdJDP and TCP in the walkaway and the drive-by experiments.
layer protocols in the MeshTest testbed and to establish timeboth the walkaway and the drive-by experiments, UDP
range where a particular transport protocol might perforachieves greater mean throughput than TCP. This result is in
especially better than its counterpart in a mobile wireledise with the findings in [19] that UDP throughput in WLAN's
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Fig. 5. The walkaway experiment mean throughput for TCP aBdP.U Fig. 6. The drive-by experiment mean throughput for TCP afPU

in close range outperforms TCP. The free space model mbst 252, d > 1008m, the probability of any throughput for
closely models close range scenarios, thus even though eiiher TCP or UDP is 0.
nodes are at large distances, our simulation model does nolin the drive-by experiment, figure 8 presents only the
capture this type of propagation loss (i.e. Two-ray or Fldime intervals of any noticeable throughput. In the intérva
Earth). It is therefore reasonable to compare our resultis wi = [148,152], TCP had a small probability of throughput
[19]. (p < .01) whereas UDP’s remained 0. For compactness, this

These throughput measurements provide a characterizafigure is not presented. Results beyond 302 seconds resemble
of the performance of both TCP and UDP in the MeshTe#iose already captured by the walkaway experiment and are
testbed and establish the testbed transmission rangeg albws also omitted. As a result of the drive-by experiment, we
a straight line path. Interestingly, the drive-by expenmne also find that TCP begins successfully transmitting sodmen t
clearly shows that connection distances are asymmetrie. TWDP. It appears that slow start and the initial TCP SYN-ACK
connection remains established longer on the parting path t handshake do not significantly delay initial TCP connection
on the approaching path. While delay introduced by failegetup. Thet = [198,202] plot shows a roughly equivalent
TCP SYN-ACK handshakes and early losses in the TCP “sldwobability of throughput, and TCP slow start appears tatlim
start” phase seem likely to introduce an amount of earlyydeldhroughput whereas UDP, which is not subjected to such
the fact that UDP fares no better than TCP seems to contradiengestion control, achieves greater throughput.
any transport layer protocol issues as the main cause fer thi Throughput variability is represented in figures 9, 11, 10,
asymmetry. (Recall that the testbed nodes are not phygsicaihd 12. For clarity, 10 secs intervals are plotted. Throughp
moving, therefore antenna direction is not a variable in owariability is greatest when node distances are leastjcpart
experiments.) Delayed MAC layer associations prevent AR&ly at d = 0. The drive-by experiments illustrate that this
table updates and are a likely cause for a portion of thisydelgariability is roughly symmetric. Comparing these resitis
on the approaching path. It is found in [12] that the RSSigure 4, we find that variability in RSSI at the physical
is primarily a function of distance, therefore it appearatthlayer due to some error in path loss simulation calculations
the RSSI threshold for 802.11 association is higher than tak small distances appears to affect the transport layer as
threshold for disassociation. well. An unexpected result is the high variability of UDP

Fgures 7 and 8 illustate the throughput distribution at 50 s# the drive-by experiments, figure 11 at= +/ — 10, or
intervals for both the walkaway and driveby experiments. Fd = +/ — 40m. Since figure 4 only includes three data
a more representative distribution, the interdakonsisted of points between! = [10,100], and two of these points are
5 seconds]i —2,44-2], in order to clearly show the throughputat d > 40m, it is difficult to conclude whether this variability
probability within the given time interval. is due to path loss simulation error. An interesting resugthn

The walkaway distributions, depicted in figure 7, indicate ab€ that the path loss simulation error at small distancessf
“all-or-nothing” throughput state for UDP while TCP thrdug the transport layer at greater distances. Further trabspaor
put appears more distributed within the interval. /At 198, Physical layer experiments at small distances would pevid
the probability of any non-zero throughput is approximate/more data points and an ability to understand better the root
p = .03, however the probability for non-zero throughpug¢auses of this variability.
during this interval for UDP isp = .5. By t = 248, the
probability of any throughput for TCP is 0, however UDP has
a probability of approximately = .07. UDP’s probability Our results provide us with an interesting insight into the
of throughput is the same as TCP’s 50 seconds later. Aftezhavior of TCP and UDP in the MeshTest testbed. The

V. CONCLUSIONS
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Fig. 8. Distribution per 50 second interval (198-302 sensphe drive-by experiment for TCP and UDP.

main reason for studying the throughput distances for reobibur findings to other network topologies. In comparing the
wireless networks is to understand how to achieve maximymerformance of TCP and UDP in multi-rate, multi-hop net-
throughput over the link. With this quantitative analysis are works, the authors in [20] find that UDP throughput decreases
better able to predict the probability of successful thigug more than TCP as hop count increases. This is because the
at a given distance. Our results also show that simulatipnobability of packet error increases with the number ofshop
models based on distance alone do not capture the asymm@tys, our findings generalize to the behavior of UDP and TCP
observed in the drive by experiment. This result providesemoover point-to-point links.

insight into the behavior of wireless mobile nodes than can b
modeled with traditional simulation tools. From our results, it is likely that UDP over point-to-point

links might provide better link utilization. Using reaativ
Although UDP appears to have a throughput advantage ofergmentation and custody transfer would provide overall
TCP in these point-to-point experiments, we can not geizeral protocol reliability. While such a design is successfulsed
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in the convergence layers previously mentioned, furtheayst
is required to determine the suitability of UDP in general in
a complex mobile wireless environment.

Finally, our experiments point to transport layer througthp
variability at distances less thaom. This is a potential cause
of the variability observed in the the data MULE experiments
in [10].

VI. FUTURE WORK

The testbed continues to evolve, and as it does, furthesarea
of research both on the testbed itself and ways in which it
might be used are presented. Throughout this paper, ideas
about future work have already been suggested, including
further investigation into the cause of initial transpayér
throughput variability. The feasibility of incorporatimyopa-
gation delay at the MAC layer was discussed in section IlI-A.

Additionally, during the experiments presented in thisqrap
we observed that at times during the drive-by experiment a
TCP sender failed to find a route to the receiver. This ocdurre
even at tested distances where the nodes previously wexe abl
to find a route. Adding an ICMP “ping” prior to attempting
to connect resolved this issue; however, it is unclear wig/ th
was necessary. One theory is that the “ping” packet forced an
ARP update thus allowing the nodes to connect. Future work
includes evaluating the number of failed and successfukdri
by connections without the use of the “ping” and whether this
is a transient or persistent behavior.

Currently only the free space path loss model is imple-
mented in the simulation daemon. We plan in the future to
include additional path loss models such as the Two-Ray
model. This model uses a path loss exponent of 2 (free space
model) for near sight and 4 (flat earth model) for far sight
[21]. Inclusion of this model will enable more comprehemsiv
simulation experiments.
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