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Figure 1: The color edges, salient contours,image saliency and Global Contours are calculated for Figure (a). The color edges shown in
Figure (b) and the salient contours shown in Figure (c) are calculated by Vonikakis et al. [2006]. Figure (d) shows the image saliency
computed by the method of Itti et al. [1998]. In this image, salient regions are marked by yellow circles. Image saliency tends to focus on the
local changes. Figure (e) shows the Global Contours calculated by our method. The darker regions in the contour lines are considered more
salient. As we perform global computation, our calculated contours tend to reflect the most dominant property of the image.

Abstract

We present a multi-scale approach that uses Laplacian eigenvec-
tors to extract globally significant contours from an image. The
input images are mapped into the Laplacian space by using Lapla-
cian eigenvectors. This mapping causes globally significant pixels
along the contours to expand in the Laplacian space. The measure
of the expansion is used to compute the Global Contours. We apply
our scheme to real color images and compare it with several other
methods that compute image and color saliency. The contours cal-
culated by our method reflect global properties of the image and are
complementary to classic center-surround image saliency methods.
We believe that hybrid image saliency algorithms that combine our
method of Global Contours with center-surround image saliency
algorithms will be able to better characterize the most important
regions of images than those from just using contours calculated
using bottom-up approaches.

Keywords: Laplacian eigenmaps, saliency, contours, global fea-
ture

1 Introduction

Contours are a natural way of representing and segmenting ob-
jects. Our visual system detects contours and segregates them from
complex background for object recognition [Li and Gilbert 2002;
Mundhenk and Itti 2005]. Better detection of contours can aid ob-
ject segmentation and image saliency. By knowing which contours
are globally distinct and important, we can better represent images
and objects.

In this paper we present a multi-scale approach that extracts global
and distinct contours from real images. Multiple scales of regu-
lar images are mapped onto the Laplacian space by using the first
two Laplacian eigenvectors related to the two smallest non-zero
eigenvalues. Laplacian eigenmaps, which is a well known ma-
chine learning technique for dimension reduction and data repre-
sentation, transforms regular images into its natural basis [Belkin
and Niyogi 2003]. The transformed images have similar patches

grouped together while dissimilar regions are partitioned apart [Shi
and Malik 2000; Belkin and Niyogi 2003]. Pixels that are part of
the contours are expanded in the Laplacian space. This property
is used to detect contours that are globally distinct and the amount
of expansion is used to measure their importance. We propose the
measure of expansion of a pixel in the Laplacian space as a way of
extracting globally-important properties that can be used for repre-
senting images. We validate our approach on several images and
compare our method with other image and contour saliency algo-
rithms. Due to the global nature of Laplacian eigenvectors, the
contours that are calculated by our technique are successful in cap-
turing the dominant properties of the image. We have found that
Global Contours represent an image better than the contours calcu-
lated using bottom-up approaches. As can be seen from the results
of our work Global Contours are complementary and greatly aug-
ment the saliency results computed using existing image saliency
approaches.

2 Related Work

Contours are usually calculated in a bottom-up manner by com-
bining small edges in various ways to generate long and smooth
contours [Vonikakis et al. 2006; Zhu et al. 2008]. Since combining
contours in these approaches is a local process, the final contours
calculated by these methods might not necessarily be the globally
best.

Williams and Jacobs [1997] present a method for computing a rep-
resentation of objects using random walks. They compute illusory
contours and occluded surface boundaries based on the probabil-
ity that a particle following a stochastic motion will pass through
the contour. Our scheme cannot compute illusory or occluded con-
tours. However for the contours that are visible (which comprises
most of the real-world images), our approach can not only compute
the most dominant contours, it can also give us a measure of their
importance.

Zhu et al. [2008] calculate salient contours in a bottom-up fashion
by contour grouping at a single scale. Long contours detected by
their approach are distinctive and capture more global information



than previous approaches. Vonikakis et al. [2006] construct an arti-
ficial network inspired by human visual system (HVS) that detects
salient contours. Their method uses 60 kernels with different orien-
tations. The kernels with equal excitation on the two lobes get high
output which favors good continuation. We extract contours by a
multi-scale method that uses the measure of expansion of a pixel in
the Laplacian space.

Mundhenk and Itti [2005] present a method that computes vi-
sual saliency of an image by augmenting contour integration with
the center-surround mechanism. They use a bottom-up approach
to compute salient contours. Our method of computing contours
is different because we do not use the bottom-up center surround
method. We map the image into the Laplacian space and compute
a global measure of contour saliency.

2D saliency maps have been applied to selectively compress [Priv-
itera and Stark 1999] or shrink [Chen et al. 2003; Suh et al. 2003]
images. DeCarlo and Santella [2002] use saliency determined
from a person’s eye movements to simplify an image producing a
non-photorealistic, painterly rendering. Torralba et al. [2006] have
proposed a contextual guidance model that consists of two parallel
pathways - one that computes local saliency features and the other
that computes global (scene-centered) features. However, none of
these methods determine contours that are global.

Shi et al. [2000] presented the method of normalized cuts for
image segmentation. Their method uses a single eigenvector that
corresponds to the smallest non-zero eigenvalue to segment the im-
age. Our method uses two non-zero eigenvectors to compute the
Global Contours. We believe better contours were achieved using
two eigenvectors. This is further explained in the approach section.

Arbelaez et al. [2009] presented a very efficient algorithm that can
produce hierarchical image segmentation from the output of any
contour detector. They introduce Oriented Watershed Transform
(OWT) and Ultrametric Contour Map (UCM) algorithm that are
used to detect regions in an image based on the contours. They also
allow user assisted segmentation. Rather than focusing on contours
to generate good image segmentation, we focus on finding a small
number of contours that are global in nature and can represent the
image well.

3 Approach

In this section, we describe steps required to the compute Laplacian
eigenvectors and the Global Contours.

3.1 Computation of Laplacian Eigenvectors

The Laplacian eigenvectors of an image are computed using an ap-
proach similar to one described by Belkin et al. [2002].

The first step is to convert the input image into a graph. We take
a regular 2D image with dimensions w and h as input. Let us de-
note a pixel at location i = (xi, yi) as pi with color ci. Each pixel
of the image is considered as a node. We then construct an adja-
cency graph using ε-neighborhoods. The two pixels pi and pj are
connected by an edge if ‖i− j‖2 < ε.

The second step is to compute the weight matrix. Entry Wij of the
weight matrix corresponds to the weight of an edge between pixels
pi and pj . If pi and pj are two connected pixels, then the weight of
their edge Wij is computed by a heat kernel :

Wij = e
−
(‖ci − cj‖2 + ‖i − j‖2)

t

where ‖ci − cj‖2 is the difference in color value and ‖i− j‖2 is the
distance between pixels pi and pj . If two pixels are not connected,
then the corresponding weight is set to 0. The weight matrix W is
of dimension n × n where (n = w × h) as it contains an entry
for an edge between every pair of pixels. Fortunately, due to the
presence of the heat kernel that limits the presence of edges in the
local vicinity of a node, this is a very sparse matrix.

The diagonal matrix D is defined as:

Dii =
∑
j

Wij

The Laplacian matrix L is calculated as:

L = D −W

Finally we compute the eigenvalues and eigenvectors for the gener-
alized eigenvalue problem:

Lf = λDf

During the calculation of Laplacian eigenmaps a couple of user-
defined values, ε and t, are used. The local neighborhood is defined
by ε, which is the radius of the neighborhood. We have used ε =
5.7 for all the examples in this paper. The heat kernel variance
is defined by t and its value is based on the type of input image.
Smaller t values are used for smoother (less detailed) images. A
small value of t results in a larger expansion of pixels around the
contour region in the Laplacian space. We have used 0.1 ≤ t ≤ 1.0
for the various examples in this paper.

3.2 Computation of Global Contours

Each pixel of the image is mapped into the Laplacian space using
the second and third eigenvectors. The first eigenvector is associ-
ated with the zero eigenvalue and has a constant value. We use the
second and the third eigenvectors (E2, E3) to define the Laplacian
space coordinates.

We adjust the columns of the eigenvectors so that E2 corresponds
to x and E3 corresponds to y. Generally, the pixel pi in the
original image with coordinates i = (xi, yi) will have coor-
dinates (E2[yiw + xi], E3[yiw + xi]) in the Laplacian space.
Specifically, we define the Laplacian space coordinate for pixel
pi as Ls

i = (E2[yiw + xi], E3[yiw + xi]). However, some-
times eigenvectors may be flipped (xi is mapped to E3[yiw +
(w − xi)] or yi is mapped to E2[(h − yi)w + xi]) or exchanged
(xi is mapped to E3[yiw+xi], yi is mapped to E2[yiw+xi]) and
this needs to be carefully addressed.

Figure 2 shows the mapping of an image to its Laplacian space
coordinates. We note that the Laplacian space image is warped and
the pixels are stretched accordingly. Also we can see that in the
Laplacian space contours of the objects are stretched by varying
amounts. Patches that share same properties are grouped together
while the patches that are dissimilar are separated apart [Shi and
Malik 2000]. The pixels that are expanded in the Laplacian space
are associated with regions around contours and the expansion is
caused by the graph partitioning. Our algorithm uses the measure
of separation in the Laplacian space to compute Global Contours.

For each pixel pi at location i = (xi, yi), we measure the expansion
Esi in the Laplacian space at scale s by taking the maximum length
between pi and its two neighbors.

Esi = Max

{
‖Ls

i (xi + 1, yi)− Ls
i (xi, yi)‖2 ,

‖Ls
i (xi, yi + 1)− Ls

i (xi, yi)‖2



(a) Original image (b) Pixels in original space

(c) Laplacian transformation (d) Pixels in Laplacian space

Figure 2: Illustration of conversion of an image to the Laplacian
space. The original figure is shown in Figure (a). The pixels in the
original image space are shown in Figure (b). The image in the
Laplacian space is shown in Figure (c). Figure (d) shows the pixels
in the Laplacian space. In Laplacian space, image is warped and
the pixels that correspond to the salient contours are stretched.

This step is calculated at multiple scales and the weighted sum of
the expansion value for each scale is added to compute the weighted
expansion value for each pixel. For most of the images in this paper,
three scales, s = [1.0, 0.5, 0.25], are used.

Weighted expansion valueWi =
∑
s

ws ∗ Esi

where ws are weights used to combine different scales. Figure 3
shows the expansion value and the weighted expansion value cal-
culated using three different scales. Using multiple scales allows
the detection of contours that are salient at different scales.

(a) (b) (c) (d)

Figure 3: Expansion value is calculated at multiple scales. Fig-
ure (a),Figure (b) and Figure (c) show result of expansion value
calculation at 1.0, 0.5 and 0.25 scales, respectively. The weighted
expansion value shown in Figure (d) is the weighted sum of the
expansion values calculated at all scales. Using multiple scales
allows the detection of contours that are salient at different scales.

Now, the Global Contour value gi is calculated by checking if the

weighted expansion value Wi is greater than δ. If Wi is greater
than δ, then gi is set equal toWi otherwise gi is set to 0. The value
of δ corresponds to the normalized width of a pixel in the original
image space.

gi =

{
Wi, if (Wi ≥ δ)
0, otherwise

While calculating expansion value Es, we use the first two eigen-
vectors. Figure 4 shows the result of using just the first, the second,
and both eigenvectors. By using both eigenvectors, we are able
to capture more contours which is not possible by using a single
eigenvector.

(a) (b) (c)

Figure 4: Figure (a) shows the expansion of the pixels in Lapla-
cian space when just the first eigenvector that corresponds to the
smallest non-zero eigenvector is used. Figure (b) uses only the sec-
ond eigenvector. Figure (c) uses both eigenvectors. From the figure,
we can observe that using both eigenvectors produces better result
than either one.

4 Results and Discussion

We illustrate the computation of distinctive and dominant Global
Contours by first showing a simple example. Figure 5 shows
the original image and the Global Contours calculated using our
method. The color of the contour indicates the importance (darker
region is associated with greater importance). The contours around
the eagle and the branch are regarded as globally significant by our
method.

(a) (b)

Figure 5: Figure (b) shows contours calculated using our algo-
rithm for Figure (a). Our algorithm is able to detect contour for
both the eagle and the branch as being globally significant.

One advantage of applying Global Contours to the images is that the
resulting contour captures global properties and is less susceptible
to noise. To show this, we compare our method with Canny-edge
detector as shown in Figure 6. The Canny edge detection algorithm
is really effective in finding all the edges that are present in the
image while our method only computes contours that are of global
significance.

Next, we study our method on an image where background and
foreground are hard to separate. Figure 7 shows the original image,



(a) Original image (b) Canny Edge (c) Global Contours

Figure 6: A comparison between the Canny edge detector and our
method of Global Contour. Figure (b) is the result of applying
Canny edge detection algorithm. Figure (c) shows the Global Con-
tours of the same image using our method. As we can see, Canny
edge detector computes every edge while our method is more selec-
tive and chooses contours that are of global significance.

the saliency map (discussed later in this section), and the Global
Contours of clouds. Note that rather than considering the entire trail
as salient, the image saliency algorithm only selects few patches
of the trail as salient. Our method of Global Contours correctly
identifies the entire trails as salient.

(a) (b) (c)

Figure 7: Figure (b) shows the saliency map of the image shown in
Figure (a) using Itti et al.’s method [1998]. The darker regions are
considered more salient. Figure (c) shows the contours calculated
using our algorithm. In the original image, the background and
the foreground distinction in not easy to make and yet our method
computes a reasonably significant contours well.

Next, we compare our method with the model used by Vonikakis et
al. [2006]. Figure 1 , Figure 8, and Figure 9 show the comparison
using three different images. Vonikakis et al. use a bottom-up ap-
proach to compute salient contours. This approach tends to capture
more local contrast characteristics than the global property of the
image. It can be seen in Figure 1(c) , Figure 8(b), and Figure 9(c)
where more noise is present and often contours are not detected
even when they seem very obvious.

Sometimes our method outputs very small edges as Global Con-
tours. It can be seen in Figure 9(d). This is because we do not
currently threshold contours based on the contour length. We hope
to address this by either removing or merging the contours that are
shorter than a certain threshold.

We compare our method of computing Global Contours with the
classical image saliency algorithm presented by Itti et al. [1998].
For this comparison we use the SaliencyToolbox which is re-
implementation of work by Itti et al. [2009]. In Figure 10, input
image, its saliency map, final image saliency, and the Global Con-
tours are shown. Saliency map (Figure 10(b)) and image saliency
(Figure 10(c)) show the patches that are most salient computed us-
ing Itti et al.’s method. Note that the selected salient regions might
have different contrast or orientation locally but globally they are
insignificant. On the other hand, the Global Contours are better
able to capture the essence of the image.

We have also compared our model with image saliency algorithms
which integrate contour information. Saliency model presented

(a) Original image (b) Contour saliency

(c) Saliency map (d) Global Contour

Figure 8: A comparison with the contour saliency model. The input
image is shown in Figure (a). Figure (b) shows the salient contours
calculated by Vonikakis et al. [2006]. Figure (c) shows the saliency
map of the image. Figure (d) shows the Global Contours calculated
by our method. The darker regions in the contours are considered
more salient. Our method is able to detect features such as the hat
better than the contour saliency algorithm.

(a) Original image (b) Color edges

(c) Contour saliency (d) Global Contour

Figure 9: A comparison with the contour saliency model. The input
image is shown in Figure (a). Figure (b) shows the color edges and
Figure (c) shows the salient contours calculated by Vonikakis et al.
[2006]. Figure (d) shows the Global Contours calculated by our
method. The darker regions are considered more salient. Our al-
gorithm is able to produce result that is less noisy than color edges
algorithm and more complete than the contour saliency algorithm.



(a) Original image (b) Saliency map

(c) Image saliency (d) Global Contour

Figure 10: A comparison with the image saliency algorithm for the
image in Figure (a) form the Berkeley Segmentation Dataset. Fig-
ure (b) is the saliency map computed using Itti et al. [1998] image
saliency algorithm. In this image, darker regions are considered
more salient. Figure (c) shows the final image saliency. Figure (d)
shows Global Contours. The image saliency method marks the
bright cloudy region and the dark region on the ground as salient
as it relies on the local contrast. However these regions seem glob-
ally insignificant. Our method is able to identify contours that are
globally significant.

by Mundhenk and Itti [2005] computes the entire image saliency
by taking contours into account. The contours are calculated in a
bottom-up fashion which is a local operation. In Figure 11, we com-
pare our Global Contours to salient contours computed by Mund-
henk and Itti [2005]. In Figure 11(b), the grout lines in the floor
are marked as very salient. This is mainly due to the local nature of
the bottom-up contour calculation approach. However in the final
image saliency, shown in Figure 11(c), the floor is not regarded as
highly salient. This observation matches the result of our Global
Contour technique which suggest that the grout lines in the floor
are not very salient.

Figure 12(a) shows the image saliency computed using the model
presented by Mundhenk and Itti [2005]. The red region is the most
salient followed by orange, yellow, green and blue. Figure 12(b)
shows the Global Contours. In this case our Global Contour model
is consistent with the image saliency.

(a) Original image (b) Contour saliency

(c) Image saliency (d) Global contour

Figure 11: A comparison between contour saliency computed us-
ing a bottom-up approach and our Global Contour approach for
Figure (a).Figure (b) is the contour saliency computed by Mund-
henk and Itti [2005] of the original Figure (a). Figure (c) is
the image saliency computed by taking contours into consideration
computed by Mundhenk and Itti. The salient regions are marked
by circles. Figure (d) shows the Global Contours computed using
our method. In these images darker regions are considered more
salient. The grout lines in the floor are marked salient by the con-
tour saliency algorithm. They are not considered salient by the im-
age saliency algorithm as shown in Figure (c). This matches the
result of our Global Contour method.

(a) Image Saliency (b) Global Contours

Figure 12: A comparison between image saliency algorithm with
contour integration and our Global Contour method. Figure (a) is
the result of using image saliency algorithm with contour integra-
tion by Mundhek et al. [2005]. The salient regions in this image
are marked by colored circles. Figure (b) shows the Global Con-
tours computed using our algorithm. Darker regions are considered
more salient. These images show some similarity between the re-
sults computed using the image saliency algorithm and our Global
Contour algorithm.



5 Conclusions and Future Work

We have shown that by using multiple scales and measuring the
expansion of pixels in the Laplacian space, we can extract glob-
ally unique and important contours of the image. We have also
compared the Global Contours computed using our method against
the salient contours calculated using several bottom-up approaches.
The Global Contours tend to capture global properties of the im-
ages that cannot be adequately captured by the contours calculated
by local bottom-up approaches. We believe that the addition of
the Global Contours to the existing image saliency algorithms will
greatly help in enhancing the saliency computation. This will be an
avenue for further research.
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