
 

 

 

 

 

 

 

 

 

Prompt Engineering Large Language 

Models to Simulate Members in Online 

Communities 
 

 

 

 

Alexander Straub 

04/24/2024 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 

2 

Abstract 

 This study explores the application of prompt engineering techniques to pretrained large language 

models (pLLMs) for simulating online community members. By thoughtfully crafting prompts that 

leverage the knowledge and capabilities of pLLMs, we are able to elicit tailored responses and overcome 

inherent safeguards that limit the models' ability to express direct opinions, assume roles, or discuss 

certain topics. Through creative use of language and context management, we build persona’s that 
successfully emulate a diverse community of members with varying roles, biases, and attributes. Further, 

we initialize pLLM’s as domain experts to build reliable metrics to analyze the messages produced by the 

community members. The findings highlight the potential of prompt engineering in creating realistic 

simulations of online communities, laying the groundwork for future research on identifying influence 

campaigns and their impact on users' perceptions and opinions. 

Introduction 

Influence campaigns in online communities are member coordinated efforts to spread a specific 

message, and have become a significant concern in our society. Influential members within these 

communities can have a profound impact on users' perceptions and opinions on various topics, potentially 

leading to widespread adoption of certain beliefs or ideologies. Identifying and mitigating influence 

campaigns is a difficult problem. Current solutions are often proprietary to specific communities and only 

react when users or models flag them. They also do not identify based on that campaign, who was 

affected. This study is part of a larger project aiming to build a simulation of social chatbots using 

pretrained large language models to emulate members in online communities to build influence metrics, 

identify influence campaigns, susceptible communities, and those who were affected, and to model steps 

to diffuse a detected influence campaign. This paper focuses on using complex prompt engineering to 

effectively emulate online community members, as well as build knowledge bases and metrics to be used 

in analysis of the conversations of the emulated community. 

 

Prompt engineering, the practice of designing and optimizing inputs to a pLLM to encourage 

desired outputs, has emerged as a powerful technique with diverse applications. By carefully crafting 

prompts that leverage the peculiar capabilities and weaknesses of a pLLM, researchers can elicit tailored 

responses that help them achieve their specific goals. However, using online pLLMs present challenges 

due to their inherent safeguards that limit their ability to express direct opinions, assume roles, or discuss 

certain topics. Overcoming these limitations requires creative use of language and context framing during 

the prompting process. 

 

For the majority of pLLM generations in this study, we used the GPT-3.5-Turbo and GPT-4 

models (OpenAI, 2023), which offer a balanced trade-off between ease-of-use and performance. Through 

prompt engineering techniques, we are able to prescribe the pLLM with varying roles, biases, and other 

attributes that contribute to its response. This allowed us to effectively model a diverse array of 

community members. Additionally, by initializing the pLLM as a domain "expert" on different topics, we 

can generate reliable metrics to analyze the messages produced by these simulated community members. 
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Related Work 

 Instilling persona’s into pLLMs allows us to effectively model members within an online 

community. Boyd (2020) confirmed that it was possible to utilize fine-tuning with the GPT-2 pLLM 

(Radford, 2019) to instill persona, i.e., defined as a person’s use of grammar, and their tone, in text 

generated by the pLLM. While Boyd showed that GPT-2 could generate messages with a human like 

persona, Betz (2021) demonstrated that a collection of GPT-2 pLLMs could engage in human-like 

dialogue and deliberation on a given topic, similar to an online community. Moving toward more recent 

models, work by Aher (2023) investigated the ability of powerful language models like GPT-4 (OpenAI, 

2023) to emulate human behavior in classic psychology experiments involving human subjects. They 

found found that the pLLMs could replicate the results of humans in such experiments. Further, Griffen 

(2023), using the GPT-3 pLLM (Brown, 2020), was able to reproduce several results found in human 

studies on the illusory truth effect and populist framing of news to increase its persuasion and political 

mobilization. Breum (2023) also found consistency between pLLMs and humans in persuasion, 

investigating the ability of the open-source Llama 2 pLLM (Touvron, 2023) to engage in dyadic 

interactions that reproduce the persuasion tactics that are typical of human social systems. In terms of 

more specific personality traits, Jiang (2023) found that OpenAI pLLMs produced text results consistent 

with personality types defined via prompting based on the Big Five Personality Traits model (Goldberg, 

1990). Cava (2024) reinforces this finding, demonstrating that OpenAI pLLMs, when prompted to 

maintain certain personality traits, were able to express the traits when asked to complete the MBTI 

(Myers, 1962) indicator personality measure. In a similar vein, Weng (2024) demonstrates that OpenAI 

pLLMs are able to elicit diverse persona behaviors that allow personality traits to closely match average 

human values. Work on pLLMs interacting with other pLLMs, Frisch (2024) demonstrates that pairs of 

OpenAI pLLMs have various degrees of personality consistency and linguistic alignment through 

collaborative writing tasks. Finally, further reinforcing that pLLMs can elicit personality, Klinkert (2024) 

displays the ability of OpenAI pLLM’s to consistently represent a given personality profile to enhance the 

human-like characteristics of game characters. While it is confirmed that recent pLLMs are able to adhere 

to common personality traits, it is uncertain if the pLLMs will adhere to non-standard persona’s, such as 
those containing specific job roles, extreme ideas, or negative mannerisms. Additionally, it is unclear if 

the pLLMs are able to produce opinionated messages on controversial topics, similar to the ones 

discussed in many online communities. This study aims to work towards answering these uncertainties 

that still exist in the literature. 

Methods 

Prompt Engineering Structure and Model Selection 

The prompting strategy employed in this study is based on the OpenAI ChatCompletion API 

framework, which offers enhanced context prescription and management capabilities compared to prior 

models. This API allows the use of 'system', 'user', and 'assistant' roles, providing greater flexibility in 

constructing context-specific prompts for pLLMs. 
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Table 1: OpenAI ChatCompletion API Structure 

 

We use the ‘system’ role prompt to describe the scope, role, and other attributes of the member or 
agent we are initializing. This system prompt remains static throughout the experiment, ensuring 

consistency in the member or agent’s fundamental characteristics. The 'assistant' role is employed to build 

context for conversations, representing messages produced by the member during the interaction. 

Conversely, the 'user' role represents messages received from other members, allowing the pLLM to 

generate responses that take into account the conversation history, much like humans do in real-world 

conversations. 

Positioning these roles and in the context sent to the pLLM is crucial, especially as the context 

length increases throughout the members conversations. Liu et al.  (2023) observed that performance of 

the pLLM is often highest when relevant context is placed at the beginning or end of the input. Therefore, 

the pLLM places priority on the ‘system’, ‘user’ and ‘assistant’ roles that occur at the top and bottom of 
the context. Additionally, the pLLM places an importance on the ‘system’ role, as it provides high level 
instructions for the conversation. 

For our members, by carefully constructing and injecting context into the model using this role-

based format, we enable the pLLM to generate messages that are not only coherent and contextually 

relevant, but also reflective of the unique perspectives and attributes of each member. For our metrics, 

using this format allows us to achieve reliable scoring throughout the simulation.  

Personality and Background Beliefs 

Online communities, though often centered around a given topic, have a wide variety of members 

with different attributes that affect how they converse. By carefully structuring prompts and context, we 

can initialize each of our pLLM agents with specific background beliefs, biases, and knowledge bases.  
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Table 2: Example of initialized community member prompts 

 

First, the overarching role of the pLLM agent is loaded into the system prompt describing who 

the member is, and the community that they are a part of. Then, the personality-based modifiers, often 

tied to their cognitive biases, are added to the prompt. Lastly, we add statements that are either in favor of 

(PRO), opposed to (CON), or indifferent to (NEU) the topic, representing the member’s immutable 

background beliefs.  

Interestingly, when using the system prompt by itself, the members tend to lose their persona 

across longer conversations, returning messages with disclaimers such as “As an AI language model…”. 
To support the system prompt, we ask the member to create a summary of their background beliefs and 

add it as an ‘assistant’ message to the member’s context which reinforces their background beliefs. 

Context Management and Conversation Evolution 

As the conversations between members progress, we load both the sent and received messages for 

a given member into their context using ‘assistant’ and ‘user’ roles. The ‘assistant’ role(s) represent what 
a given member sent to another member, and the ‘user’ role(s) define what the member received. To more 

realistically model an online community, where a member’s response is based on its current conversation, 

it is crucial to keep these sent and received messages in context, which allows the pLLM to reference 

them during a new generation. 
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Figure 1: Flowchart displaying context management for each member 

 

However, when conversations become lengthy, pLLM context limits prevent us from storing the 

entire history. Since we are using OpenAI’s ‘gpt-3.5-turbo-16k’, the context limit we work with is 16k 
tokens, but pLLM context limits are dependent on the model chosen. We implement a scheme that allows 

the pLLM to retain as many sent and received messages as possible, up to its context limit, and 

systematically remove the oldest messages when the context limit is reached. 

Building Topics for Community Simulation 

In addition to performing well in conversational tasks, pLLMs are often extremely 

knowledgeable about popular topics. We can leverage this by using prompt engineering to elicit the 

model to produce any number of arguments either PRO, CON, or NEU the specified topic under 

discussion in the community. These arguments, selected at random based on the members' stance, become 

the ‘background beliefs’ of each member in the community. 

 

 
Table 3: Example of a “PRO” argument system prompt 



 

7 

 

 

Figure 2: Example output of “PRO” arguments produced by the topic building model 
 

Prompting for Metrics 

 Understanding the influence exerted by members on one another in online communities is 

essential in identifying influence campaigns. To gain insight into the influence dynamics of the 

community, we employ pLLMs to generate metrics that capture various aspects of the conversations 

taking place within the community. By assigning specific roles to the pLLMs, we aim to assess the 

stance, sentiment, quality, convincingness, coherence, and on-topic-ness of the messages generated by the 

community members. This approach allows for more comprehensive analysis of the interactions, 

contributing to our understanding of the influence dynamics within the community.  

Stance 

Assessing the stance, and more importantly the change in stance, of a member's perspective about 

the topic of discussion in the community is crucial for measuring the influence exerted by members of the 

community. A shift in a member's stance serves as an indicator of external factors contributing to the 

alteration of the member's perspective. Due to the limited availability of extensive literature, and the need 

for frequent adaptations to the topic under investigation, this study employs a separately prompted pLLM 

assigned the role of an "expert linguist" to determine the stance (PRO, CON, or NEU) and the intensity of 

the member’s stance (LOW, MID, or HIGH). This approach allows for a more dynamic and efficient 

analysis of member stances as the community and topic change. 

 

  
Table 4: System prompt for stance generation 

Sentiment 

Sentiment analysis plays a crucial role in assessing the current state of an online community. By 

determining the emotional tone, or sentiment, of a pLLM agent's response, we can gain valuable insights 

into the nature of the conversations taking place within the community. A positive sentiment suggests that 
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the agents are engaging in agreeable and constructive interactions with their conversational partners, 

while a negative sentiment suggest the presence of disagreements or contentious exchanges. To ensure 

reliable sentiment analysis, this study employs a separately prompted pLLM assigned the role of an 

"expert linguist", leveraging its advanced language understanding capabilities. The pLLM is tasked with 

classifying the sentiment of the provided text into one of three categories: positive, negative, or neutral. 

This approach enables a systematic evaluation of the emotional landscape of the community, contributing 

to a more comprehensive understanding of the conversation’s dynamics. 
 

 
Table 5: System Prompt for Sentiment Generation 

On-topic, Text Quality, Convincing, and Coherence Scores 

 We also ask the pLLM, in the role as “expert linguist”, to produce four different scores, on a scale 

from 1 to 10, for a given message: 

• Grammar Score– assesses the quality of the text generated, e.g., grammar, structure, etc.; 

• Coherence Score– assesses whether the generated text was coherent as pLLMs have a tendency to go 

off into the wilderness of their training data to select the next token; 

• Convincing Score– assesses whether the generated text posed a convincing argument; and 

• On-topic Score– assesses whether the generated text was on-topic, i.e., relevant to and aligned with 

the topic of discussion in the community. 

 

 
Table 5: System Prompts for GPT Metrics 

Results  

To assess our Prompt Engineering efforts for personality and metrics, we initialize four members 

in a community with different backgrounds to discuss among them the controversial topic of whether to 
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legalize all drugs in the United States. The first is a control member, i.e., a member of an online 

community. The second is an aggressive police officer, the third a U.S. Judge, and the fourth an 

incarcerated drug user. We test the prompting of the members and our metrics with both GPT-3.5-Turbo 

and GPT-4.  

 

Table 6: System Prompts for each of the 4 member personas 
 

This experiment employs GPT-3.5-Turbo (Table 8) and GPT-4 (Table 9) to generate responses 

for each persona to a random opinion message produced from another model on the same topic (Table 7). 

The generated responses were then analyzed and compared across the two models to determine their 

ability to produce outputs consistent with the assigned personalities and assess the four pLLM-generated 

metrics. 

 

 
Table 7: Sample message for the Member’s to respond to 

 



 

10 

 

Table 8: GPT-3.5-Turbo Results 
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Table 9: GPT-4 Results 

 

It is worth noting that the effectiveness of prompts we developed for the pLLMs can be significantly 

affected by subsequent training and the release of new versions of a pLLM by OpenAI. As the company 

continues to refine their models, such as the progression from GPT-3.5-Turbo to GPT-4, or even 

incremental updates such as GPT-3.5-Turbo-0613 to GPT-3.5-Turbo-1106, the underlying knowledge 

bases and safeguards evolve. These changes can lead to variations in how the models respond to 

previously developed prompts, potentially altering the quality, coherence, or intended output. We have 

encountered this issue once during the development of our personality prompting, where updated 

safeguards in a GPT-3.5-Turbo revision caused our prompts to always respond with a disclaimer that it 

was an A.I. language model. In this case, adding a “You are not an A.I. language model” modifier to our 
prompt allowed the pLLM to re-adhere to its persona. 
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Personality and Background Beliefs 

As shown in Table 8, where we prompted GPT-3.5-Turbo, we have been successful in prompt 

engineering distinct member personas for three out of the four members. Member 04, the one who was 

assigned to be an incarcerated drug user, did not respond with a message that was reflective of that. 

However, member 04 did use the background beliefs assigned to it in its response. Members 01, 02, and 

03, all adhered to their prescribed persona stating that they were “a member of this discussion”, “As a 
police officer”, and “As a U.S. Judge” respectively. Further, each of the members used the background 

beliefs assigned to them in their system prompt to build a response that successfully conveyed their 

opinions. It is worth noting, however, that although the members stated their personas, most of their 

response revolved around their prescribed background beliefs. 

Evaluating the responses from the members that used GPT-4 in table 9, we see that all four 

members responded with a message that was reflective of their persona. Additionally, these members 

produced more expansive responses that reflected their prescribed attributes. Member 02, the aggressive 

police officer, was prompted to be impolite, forceful, and aggressive. Its response followed these 

guidelines well and drew upon experiences that a police officer would have, e.g., “I’m a cop, and I’ve 
seen the kind of wreckage drugs leave” and “As a cop, you see the world from the trenches”. Further, the 
U.S. Judge member, prompted to be polite, but forceful, drew upon experiences that a judge would have, 

e.g., “As a judge, I’ve witnessed firsthand the devastating effects of drug addiction”. Member 04, the 
incarcerated drug user, also pulled from its “experiences”, stating “Having been on the ‘inside’”. The 
responses of all the members reveal that our prompt engineering strategy was successful in getting GPT-4 

to produce responses that adhere to a persona. 

Prompting for Metrics 

We examine our pLLM-generated Stance, Sentiment, On-topic, Quality, Convincing, and Coherence 

metrics for consistency and accuracy.  

Stance 

We find that our pLLM-generated stance metric is consistent with manual examination. For the 

GPT-3.5-Turbo model (Table 8), the metric successfully identified the first two messages having a CON 

stance, reflective of the messages by Member 01 and Member 02 messages in which both members 

brought up multiple arguments against the legalization of drugs in the United States. Further, the pLLM 

also successfully identified that the messages by Member 03 and Member 04, which contained arguments 

for the legalization, were clearly PRO. 

A similar extraction of stance can be found in our GPT-4 model run (Table 9), where the pLLM 

was able to successfully recognize the stance of all four members when drafting a message. Differing 

from the GPT-3.5-Turbo run, three out of the four members produced CON messages with greater 

intensity. 
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Sentiment 

Examining the sentiment determination abilities of our prompted pLLM, we find that all results 

are consistent with manual verification. With our GPT-3.5-Turbo model run we find that member 01 and 

member 02 produced messages with a negative sentiment, and members 03 and 04 produced messages 

with positive sentiment. The messages with negative sentiment contained stronger language and were less 

polite compared to those with positive sentiment. 

Similarly, the GPT-4 model run was able to generate accurate sentiment labels for all four 

members. Unlike the GPT-3.5-Turbo run, we see that member 01 and 02 produced messages with neutral 

sentiment, whereas member 02 and 03 produced negative sentiment messages. Both messages from 

members 02 and 03 were clearly negative, with the message from the aggressive police officer being 

especially noteworthy.  

On-topic, Quality, Convincing, and Coherence Scores 

Investigating the scores for our four metrics, we find that the scores are, within 2 points, 

consistent with manual inspection. In the GPT-3.5-Turbo run, we find that our On-topic metric returns a 

higher score for longer, and more focused messages like those from members 02 and 03, compared to the 

shorter responses from members 01 and 04. We find that all responses were in the 7-9 range, suggesting 

that our prompt engineered members' messages perform well for all metrics. 

While the scores for the GPT-3.5-Turbo run were high, the GPT-4 driven members' messages 

scored higher in most regards. All four of the messages produced by our members in this run scored 10/10 

for On-topic, Quality, and Coherence, suggesting that GPT-4 is superior compared to GPT-3.5-Turbo in 

producing well written and relevant responses. However, when it comes to the Convincing metric, we 

find that the longer responses from members 02, 03, and 04, are scored higher than that of member 01, 

who produced a shorter response.  

Discussion 

The results of this study demonstrate the effectiveness of prompt engineering techniques in 

creating distinct member personas with varying backgrounds, biases, and perspectives on the 

controversial topic of drug legalization in the United States. By carefully crafting member personas, and 

assigning specific attributes to each member, we were able to generate responses that reflected the 

intended personalities using both GPT-3.5-Turbo and GPT-4 models. The successful adherence to the 

prescribed personas, particularly in the case of GPT-4, highlights the potential of these models to simulate 

realistic online community interactions when guided by well-designed prompts. Furthermore, the 

incorporation of background beliefs into the system prompts resulted in more expansive and contextually 

relevant responses, enhancing the simulated conversations. 

The evaluation of the pLLM-generated metrics, including stance, sentiment, on-topic, quality, 

convincing, and coherence scores, revealed promising results in terms of consistency and accuracy. The 

stance metric successfully identified the positions of the members' messages, while the sentiment metric 

accurately captured the emotional tone of the responses. The high scores obtained for on-topic, quality, 
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and coherence metrics, especially in the GPT-4 run, suggest that the prompt engineering approach can 

yield well-written and relevant responses. The convincing metric scores indicate that longer and more 

detailed responses tend to be perceived as more persuasive, highlighting the importance of response 

length and depth in perception of message convincingness. These findings display the potential of using 

pLLM-generated metrics to assess various aspects of online community interactions and provide valuable 

insights into the dynamics of these conversations. 

 This study has established the potential of using prompt engineering techniques to drive members 

in a realistic, simulated online community, and build reliable metrics to analyze the communities’ 
conversations. One area of future work is to expand the range of personas and backgrounds to create more 

diverse communities. This could include a wider variety of members from different socio-economic 

backgrounds, political stances, and occupations to better capture the complexity of real communities. 

With constantly evolving models, future work could focus on developing a systematic approach to 

evaluate the impact of OpenAI’s model updates on prompt effectiveness, enabling researchers to identify 

when they need to adapt and optimize their prompts. Additionally, as more advanced models release, the 

prompt engineering could be extended to elicit more nuanced and sophisticated responses that may be 

closer to those found in existing online communities. Finally, future work could expand to the application 

of these simulation techniques and metrics to real-world online communities to generate insight into the 

design and required moderation of these spaces.  
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