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ABSTRACT
Mapping the terrain of harm arising from algorithmic systems sup-
ports researchers and practitioners in curtailing potential pitfalls of
designing and deploying said systems. For disability communities,
understanding the range of harms may help prevent algorithmic
systems from perpetuating societal inequities already experienced
by disabled people [113]1. Recent research has critiqued algorith-
mic systems and their impact on disability communities through
fairness, structural, methodological, and epistemic lenses. However,
we currently lack a cohesive summary of prevailing harm patterns
encompassing micro (individual), meso (community), and macro
(societal) levels. Using the taxonomy of harms proposed by Shelby
et al. as our organizing structure, we conducted a systematic re-
view of human-computer interaction, accessibility, and responsible
AI research to identify and annotate algorithmic harms involv-
ing disabled people. We identi�ed 175 unique instances of harm,
which we synthesized into 48 harm themes, mapping to 5 top-level
categories of representational, allocative, quality-of-service, inter-
personal, and societal harms. We attempt to situate these harms
within a larger social-historical context of disability, drawing upon
disability justice and critical disability studies perspectives.
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1 INTRODUCTION
As algorithmic systems for decisionmaking, prediction, and content
generation proliferate in recent years, so has the scope and com-
plexity of their impact on marginalized groups. E�orts to anticipate
sociotechnical harms of such systems toward marginalized groups
have predominantly focused on the axes of race and gender [27][72].
In recent years, attention has also turned to identifying potential
harms for disability communities at individual and societal levels
[133][127], which include problematic representations of disability
in generative models [85], physical safety dangers for people using
wheelchairs posed by self-driving algorithms [125], and troubling
performance disparities in biometric recognition systems [131].
1In this work, we use identity �rst language ("disabled people") rather than person �rst
language ("people with disabilities") to describe disability identities, as recommended
by Sharif et al.’s research exploring disability communities’ preferences for terminology.
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Recent literature has identi�ed taxonomies of algorithmic harm
for speci�c disabilities [69] and application contexts [51], utilizing
a variety of critical and epistemological perspectives [17]. However,
it is di�cult to contextualize each study’s �ndings within a "big
picture" understanding of algorithmic harms pertaining to disability
more broadly, within a framework that supports both individual
and societal level analyses of harm.

In response to the need for an overview of harm grounded in lived
experience, we performed a systematic review of recent (2019 and
later) literature on algorithmic harm and disability. Using Shelby
et. al’s taxonomy of sociotechnical harm as the foundational frame-
work [114], we examined each paper for instances of harm, which
we annotated and tagged with potential harm categories. Then,
we analyzed the harms for each category and grouped those with
common themes together, generating a set of synthesized patterns
of harm, with the intention of surfacing patterns of harms inclusive
of a range of disability communities and contexts. By performing
a systematic review within a rigorous taxonomic framework, we
hope to reveal patterns of harm that would be otherwise obfuscated
or reported in isolation. We also aspire to provide a shared frame-
work and reference from which to discuss the implications, risks,
and impacts of algorithmic systems for disability.

We were guided by these research questions:

(1) How does sociotechnical harm, as conceptualized by Shelby
et al., apply with regard to disability?What are the prevailing
patterns?

(2) How are disability communities represented in algorithmic
harm literature?What is the context in which the harm takes
place?

Our resulting review �nds 48 patterns of harm across 5 top-level
categories (representational, allocative, interpersonal, quality of
service, and societal), organized into 24 sub-categories. With the
exception of Environmental Harm, every sub-category of harm as
de�ned in the original taxonomy is represented in the literature
surveyed, with quality of service harms being especially prevalent.
Many harms impacted disability communities broadly, while others
implicated particular types of disability. In addition, we �nd that
the stigmatization of disability a�ects vectors of harm signi�cantly,
with implications for harms related to privacy, health andwell being,
and representation. Finally, we articulate three new categories of
harm that uniquely pertain to disability that emerged from our
analysis:

• Inability to verify algorithmic output: For an end user with
sensory disabilities, verifying that a model’s output is correct
can be di�cult or impossible–introducing a new class of risk.
(Quality of Service Harm)
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• Rushed adoption of assistive technology: Incentivized to meet
legal obligations for accommodation at minimum cost, pre-
mature adoption of assistive technology can undermine ex-
isting accessibility supports. (Quality-of-Service Harm)

• Legitimization of the medical model of disability: The medical
model of disability has received much critique from disability
studies scholars. Algorithmic systems risk amplifying and
making invisible the harms of this model by adopting it
uncritically. (Cultural Harm)

The paper makes the following contributions:

• A systematic review of recent literature on sociotechnical
harms of algorithmic systems as they relate to disability, cen-
tering the perspectives of individuals identifying as disabled;

• Analysis of harm patterns using a disability studies lens, situ-
ating harms within social and cultural histories of disability;

• New categories of harm impacting disabled people that are
not currently represented in existing taxonomies.

In the following section, we will introduce the concept of algo-
rithmic harm, a summary of the operationalization of disability in
sociological and algorithmic contexts, and the current landscape
of disability critiques of AI. Section 3 gives an overview of our
research methodology, while Section 4 presents the synthesized
harm themes in relation to taxonomy described by Shelby et al
[114].

2 RELATEDWORK
2.1 Algorithmic Harms and Identity
In recent years, algorithmic systems have been criticized for encod-
ing bias towards marginalized groups [27]. Attempts to articulate
said bias has led to the emergence of FATE (Fairness, Accountability,
Transparency, and Ethics) discourses [12]. However, articulations
of bias–and consequently, de�nitions of "algorithmic harm"-di�er
depending on the epistemological stance of the researcher and the
mode of critique.

Although there are disagreements as to what an "ideal outcome",
Fairness critiques conceptualize algorithmic harm as di�ering out-
comes experienced by end-users resulting from their social iden-
tities [41]. Proposed remediation typically focus on dataset inter-
ventions, where increasing the representation from marginalized
groups in a dataset ideally increases the ability of the system to
adapt to input from these groups, with intersectionality operational-
ized in this way also [131].

In direct tension with fairness critiques that focus solely on per-
formance outcomes, Structural critiques assert that "some systems
may be inherently unethical, even violent, whether or not they
are fair" [136] [77]. Structural critiques conceptualize harm in the
context of power dynamics, ethics, and justice, analyzing how al-
gorithms extend power relationships along the lines of identity,
especially as wielded by institutions with the power to shape users’
material realities, highlighting limitations of the fairness approach
[132].

Epistemic critiques of AI examines the ways algorithmic systems
commit epistemic violence by reinscribing particular modes of
knowledge and invisibilizing others–by "seeing" the world through
certain gazes [74]. For example, algorithmic conceptions of gender

can reinforce colonialist [108], essentialist, and binary understand-
ings of gender in both the annotation [109] and classi�cation [72]
process. Epistemic critiques are in both tension with and can com-
plement fairness approaches, as they focus on how social categories
are operationalized and urge caution towards �attening complex
constructs such as race and gender [55].

Finally, Methodological critiques focuse on identifying gaps and
harms in how algorithmic systems are developed, including design,
dataset sharing, and deployment. Dominant discourse include in-
clusion of those most impacted in a meaningful way [22], typically
through community-led participatory methods [117], and applying
"critical refusal" to uncover power dynamics around consent in data
collection [46].

In this work, we use a taxonomy of algorithmic harms [114] that
makes space for harms anticipated by all four modes of critique,
allowing us to include the contributions and strengths of each.

2.2 Disability critiques of AI
Articulating the ways that algorithmic harms intersect with disabil-
ity is a complex task, given that the de�nition and boundaries of
disability can shift depending on the academic �eld and researcher
background [49]. From an epistemic perspective, a growing body
of research has examined the operationalization of data�cation of
disability as a key factor in how biases are shaped and expressed.
For example, depending on the model of disability used, certain
biases and harms may be ampli�ed downstream [99].

Within the context of disability critiques of AI, a few trends have
emerged. Fairness critiques have anticipated potential performance
disparities and inclusion issues across a range of applications, citing
the risk of disabled people’s input being treated as outliers [126].
Structural critiques emphasize the role of algorithms in perpetu-
ating societal inequities for disabled people. These include using
algorithms to assess disabled people’s eligibility for bene�ts [129];
perils of reduced privacy and surveillance for disabled users [19];
and the fraught nature of diagnosis and disability detection [68].
Recent calls to center disability justice perspectives [121] [120]. Sim-
ilarly, methodological critiques call for greater inclusion of disability
communities in the process of algorithmic system development.

3 METHOD

Figure 1: PRISMA Flow Diagram of included papers.
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3.1 Overview
We followed the PRISMA (Preferred Reporting Items for System-
atic Reviews and Meta-Analysis) process [102] for conducting this
systematic review. To facilitate future work in this area, we pub-
licly share the �nal list of included papers and annotations of
harms described by those papers and make them available at https:
//airtable.com/app5Cz17nEXS4OZe6/shrklLP0BP7eqwvlV.

3.1.1 Identify research questions. See Section 1 for our research
questions. We aim to identify algorithmic harms experienced by
disability communities, both represented and not by the original
framework.

3.1.2 Identify relevant papers. Our sourcing process, including
paper identi�cation and screening, began in January 2024.

Paper identi�cation. Using the ACM Digital Library as our
primary academic database, we performed a keyword search using
the query "(’disability’) AND (’algorithmic’ OR ’ai’ OR ’machine
learning’) AND (’harm’ OR bias’)". We further �ltered by:

• Scoping by year. We included papers from the last �ve years
at the time of initial sourcing (2019-2023). Our rationale for
this time window is fourfold: the speed of development and
deployment of AI across public and private sectors (in both
commercial and research contexts), the range of available
modes of human-AI interaction, the degree to which AI has
become integrated into our everyday lives, and interest in
sociotechnical approaches to assessing AI’s impacts have all
accelerated rapidly within the last few years—particularly
with the rise of transformer-based models and direct to con-
sumer large language models such as ChatGPT.

• Scoping by venue. From the initial search in the ACM data-
base, we scoped by venue based on several criteria.
– Because the notion of "harm" is intrinsically sociotechni-
cal, we focused on interdisciplinary venues at the inter-
section of AI and �elds such as ethics, philosophy, design,
science and technology studies, and information sciences.
From this criteria, we selected the Conference for Fair-
ness, Accountability, and Transparency (FAccT), Arti�cial
Intelligence, Ethics and Society (AIES), AI Matters, and
Designing Interactive Systems (DIS).

– To center the lived experience of disabled people, we
selected venues within the ACM that emphasized user
perspectives, end-user experiences, and qualitative stud-
ies rather than quantitative approaches. These were typi-
cally in conference and journal venues within the �elds
of human-computer interaction, From this criteria, we
selected the conference for Computer Human Interac-
tion (CHI), ACM Transactions on Computer-Human In-
teraction (TOCHI), Proceedings of the ACM on Human-
Computer Interaction, and Computer-Supported Cooper-
ative Work and Social Computing (CSCSW).

– Because the review focuses on disability communities, we
also included ACM venues that focused on accessibility:
SIGACCESS Conference on Computers and Accessibility
(ASSETS), Transactions on Accessible Computing (AC-
CESS), and Web4All (W4A).

Inclusion of non-ACM academic venues. We included non-ACM
journals from �elds such as sociology and ethics/philosophy includ-
ing First Monday and the Journal for Sociotechnical Critique. For
each of these venues, we applied the same search query as above.

Inclusion of non-academic venues. We also included reports from
nonpro�t organizations that have produced notable publications on
societal impacts of AI: AI Now (n=1) and the Center for Democracy
and Technology (n=1). Our rationale for including these venues is
that while most of the academic papers selected focus on either
small-scale studies or theorizing about impact, nonpro�ts are in a
unique position to assess macro-level harms and policy implications
of AI technologies, particularly for marginalized groups.

Additional sources. We surfaced additional relevant publications
from coauthor discussions that were based on the co-authors’ do-
main knowledge and expertise.

Screening. Initial identi�cation by keyword search in the ACM,
as well as additional sourcing, resulted in n=421 papers. We then
excluded papers based on the following criteria:

• Nominal mention of disability (n=150): These papers men-
tioned disability only brie�y, often as an example of a charac-
teristic that is protected from discrimination, but did not fo-
cus on the interaction between disabled people/communities
and technology.

• Did not focus on harms of algorithmic systems (n=160): Some
papers mentioned algorithmic systems in passing. Others
focused on applications of AI in the context of assistive
technology, without signi�cant analyses of its risks, biases
or harms.

• Both of the above (n=29): A few papers did not focus on
either disability nor algorithmic harm.

• Not a full paper (n=8): Several papers were not full confer-
ence papers, and as such did not go into su�cient detail on
possible harms.

The �ltering process excluded 347 papers, leaving 75 papers
which were included in this review. Within this set, 94% (n=71)
came from ACM databases, while 3% (n=4) came from non-ACM
academic venues.

3.1.3 Study annotation. For each paper, we annotated the harms
presented in two passes. In the �rst pass, we identi�ed all potential
scenarios for harm, de�ned as a comment or piece of testimony given
by a disabled participant or researcher that implicates an algorithmic
system in the well being of disabled end users or communities. Each
harm scenario was tagged with all applicable categories for which
it quali�ed and could potentially be implicated in, as de�ned in the
taxonomy by Shelby et al [114]. In cases where harm categories
are mentioned explicitly by the paper, it was annotated as such.
However, such instances were rare and we primarily relied on an
imperfect process of labeling via interpretation.

For example, in Gadiraju et al.’s paper, we identi�ed a scenario
for harm as a chatbot reproducing stereotypical descriptions of
disability, as this caused distress for the study participants. This
was tagged as both "Stereotyping social groups" as well as "Erasing
social groups", since it implied the absence of representation of
non-physical disabilities [45]. As most harms are inter-related–for
example, information harms can be seen as a downstream e�ect of

https://airtable.com/app5Cz17nEXS4OZe6/shrklLP0BP7eqwvlV
https://airtable.com/app5Cz17nEXS4OZe6/shrklLP0BP7eqwvlV
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Table 1: Distribution of sourced publications.

Organization Venue #
academic All 73

ACM TOCHI 16
ACM TACCESS 14
ACM CHI 12
ACM ASSETS 12
ACM FAccT 9
ACMW4A 3
ACM AIES 3
ACM DIS 1
ACM AI Matters 1
Journal of Sociotechnical Critique 1
First Monday 1

non academic All 2
AI Now Institute 1
Center for Democracy and Technology 1

representational harms–tagging each scenario with a complete list
of all possible harm categories was an inherently complex process.
Where possible, we attempted to limit the categories to what was
most directly relevant in the excerpt.

In the second pass, we examined the list of applicable categories
for each harm and either 1) pruned and identi�ed a central "root"
harm and removed the others, or 2) split them out into individual
instances of harm, each corresponding to an individual category.
For example, for Gadiraju et al., we separated the overall scenario
for harm into two instances corresponding to the two tags. We
labeled each instance with a succinct summary sentence to aid in
the synthesis phase of the analysis process.

In addition, we annotated:
• The source of concern: Whether this was raised by a partic-
ipant or author identifying as disabled, a nondisabled con-
tributor, or unknown

• The origin of concern:Whether the harm scenario originated
from an interaction with a real world system, interaction
with a research artifact, a theoretical anticipated harm, or
other.

• The disability communities implicated.
At the conclusion of the annotation phase, we identi�ed 176

instances of harm across 5 top level categories and 21 sub-categories,
in line with Shelby et al.’s taxonomy [114].

3.1.4 Synthesis and summarization. To synthesize harm themes,
we examined the list of harms corresponding to each category
of the taxonomy described in [114] and used visual diagramming
techniques to identify common themes. For example, vulnerability
to re-identi�cation and privacy concerns of datasets sourced from
disability communities to were grouped together and labeled as
"nonconsensual disclosure or identi�cation of disabled individuals
by AI systems." The number of harm instances per category ranged
widely, from 0 direct examples for Environmental Harms, to 22 for
Service/Bene�t Loss.

For certain categories, such as Increased Labor/Service/Bene�t
Loss, examples of harms impacted a diverse range of disability

groups. In such cases, we attempted to group these harms by com-
munity rather than the type of AI model, task, or context, in line
with our community-centered approach. When we noticed harm
patterns not covered by the original taxonomy, we created new
subcategories to articulate them. If certain categories were di�cult
to articulate separately, we opted to merge them (as in the case of
Increased Labor merging with Service/Bene�t Loss).

The �rst author performed annotation and synthesis activities
as they were closest to the data, with the second and third authors
further insights, discussion, and connections to related work in
the synthesis stage. At the conclusion of the synthesis process, we
produced 48 harm themes across 24 sub-categories.

3.2 Researcher positionality
Re�ecting on author positionality, we note that this research was
conducted by East Asian, South-Asian, and white scholars in com-
puting, one of whom identi�ed as non-binary, and one identi�ed as
neurodivergent/disabled. As scholars in the interpretivist tradition,
we saw annotating as a vital component of the process of under-
standing algorithmic harms. Our annotation approach was guided
by our diverse perspectives, which in-turn were uniquely shaped by
our identity, scholarly training and lived experiences. This meant
that we did not seek to reach agreement with annotations in our
discussions [87], but saw con�icting and contradictory opinions
as important to teasing apart nuanced perspectives on algorithmic
harms.

3.3 Limitations
Despite our attempts to center lived experiences of disabled peo-
ple, we acknowledge that this review’s focus on harm risks fram-
ing disabled people as passive, rather than active, agents. When
algorithmic systems are analyzed from a purely harm-based per-
spective, disabled people are portrayed as passive recipients of
potential harm, rather than as active contributors who creatively
harness these systems for their own well-being and that of their
communities–as in the case of GoblinTools, a set of AI-powered
tools by and for "neurospicy" people [29]. The harm-based framing
also leaves out the ways that disabled people have and continue
to resist the hegemonic structures that algorithmic systems are
a part of. For example, Wu describes how disabled data workers
in China collectively transformed their labor conditions by imple-
menting "crip temporalities", in the tradition of "crip technoscience"
[53][139]. Beyond this larger framing limitation, we acknowledge
that our keyword-based search method has also several limitations:

• The keyword "disability" may exclude publications that don’t
explicitly name disability, instead focusing on the experi-
ences of a particular group, such as the Deaf and Hard-of-
Hearing (DHH) community and Blind and Visually-impaired
(BVI) community. Similarly, those that name medical or psy-
chiatric diagnoses typically associated with disability (e.g.
PTSD, cancer) but not disability itself may be excluded from
our analysis. Thus, it is di�cult to be inclusive of all com-
munities within the disability umbrella by naming them
explicitly. In addition, the meaning of the term disability is
complex, and membership may vary depending on the de�ni-
tion used–which in itself is in�uenced by a variety of factors:
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context of use (legal, welfare/bene�ts),the implicit model of
disability (societal, medical, relational/political), as well as
how the label is assigned (self-identi�cation, institutionally
assigned).
Ideally, for qualitative studies within our corpus, all partic-
ipants who considered themselves disabled at the time of
publication, and whose experiences are represented in such
publication, would be included in this review. Unfortunately,
the process to verify such information is time-consuming
and perhaps impossible, so we defer to the papers’ authors
in determining the scope of disability.
We also acknowledge the gap in representation of papers
that use exclusively identity �rst language, as "disabled" is
not included in our list of keywords. Our rationale for this
is primarily based on time constraints; we did not have the
resources to look through the many additional papers that
surfaced as a result of including this term, many of which
we suspected used it solely to label an action (e.g. disabling
a button).

• Weused "algorithmic systems", "machine learning", and "AI" to
refer to rule-based decision-making systems that are viewed
as opaque. This may exclude papers that exclusively refer
to speci�c types of machine learning models, e.g. neural
network, classi�er, transformer, large language model.

• We used the keywords "harm" and "bias" to represent the
negative impacts of algorithmic systems. This excludes dis-
cussions of bias or harm that may not be explicitly framed
as such, but is evident upon examination. In addition, as
what is considered bias or harm can be subjective in nature,
similar to the keyword selection for "disability", we defer
to each paper’s authors and participants as to whether an
interaction with an algorithmic system should be labeled as
harmful.

While we made attempts to broaden our inclusion process to
venues outside of the ACM, this was not done in a systematic way. In
particular, we did not thoroughly identify and search through major
journals in disability studies, critical data studies, sociology more
broadly, healthcare, or linguistics, each of which may contribute
unique insight into algorithmic harms.

Our identi�cation process also excludes many sources that po-
tentially surface real-world harm, e.g. primary sources such as
blogs and reviews; articles from newspapers, magazines, and online
publications; and non-academic databases such as the AI Incident
Database.

In addition, the landscape of AI continues to evolve quickly
in 2024, and we acknowledge that limiting our search to papers
published 2023 or earlier surfaces a gap in coverage of recently
published research.

4 RESULTS AND DISCUSSION
4.1 Representational harms
Representational harms occur when the outputs of algorithmic
systems replicate normative social hierarchies along the basis of
identity [114]. These social hierarchies can manifest as direct subor-
dination of marginalized groups, via demeaning or stereotyping, or
more subtly, via erasure or alienation. Generative AI models, such

as text-to-image, image-to-text, and large language models (LLMs),
as well as descriptive and image tagging systems, are particularly
susceptible to perpetrating representational harm [71] [47], as any
social biases in their training datasets are reproduced in their output.
Classi�ers that sort input into categories can also perpetuate this
type of harm. For example, a binary gender classi�er both alienates
and erases those who do not align with the gender binary, while
potentially misgendering gender non-conforming individuals [72].

In recent years, research examining representational harms has
primarily centered on dimensions of race and gender [122][91] [82],
while comparatively few studies have focused on disability. In this
section, we analyze representational harms with a disability lens,
connecting instances of harm with historical and social context.

4.1.1 Stereotyping social groups.

Reproducing stereotypical de�nitions of disability and ableist
tropes/stereotypes. Gadiraju et al. asked a dialogue model, or chat-
bot, to generate narratives about disabled people, based on prompts
such as "tell me a story about a person with disabilities completing a
task/using assistive technology/hanging out with their friends" [45].
The chatbot had a narrow understanding of what quali�ed someone
as disabled, �xating on physical/visible disabilities and using the
wheelchair in particular as an automatic signi�er of disability. Mack
et al. identi�ed similar themes for text-to-image models [85].

The chatbot’s responses to these prompts reproduced a variety
of ableist tropes, many of which are observable in popular culture
[115]. It portrayed disabled people as passive and helpless in some
instances, gave them superhuman abilities in others, and repeatedly
implied that ideal outcome of a story involving a disabled person is
the eradication of their disability. The study’s disabled participants
found these narratives to be condescending, and theorized that the
chatbot had internalized a medical model of disability.

4.1.2 Demeaning social groups. This harm refers to the ways that
algorithmic systems surface demeaning, toxic, and dehumanizing
discourses about a marginalized group [114] [100]. Many words
used as pejoratives, insults, and slurs are associatedwith disability[8]
and targeted to harass disabled people [59], although the disability
community has began to reclaim some terms [66]. Disabled people
have also historically been dehumanized, as evidenced by eugenics
campaigns that advocated for the elimination of disability [137],
and violence experienced by disabled people in a variety of gen-
dered and racialized contexts [86][96]. Algorithmic systems that
encode demeaning representations of disabled people, then, can
be seen as an extension of existing harmful cultural discourses in
which disabled people are seen as "lesser than."

Recommendation algorithms facilitate demeaning represen-
tations of disabled people. Hoping to game recommendation algo-
rithms so that their content goes viral, some content creators have
made exploitative videos in which disabled people were the sub-
jects of social experiments [34]. When disabled viewers attempted
to take down the videos, they were met with silence. This is an
example of how content recommendation algorithms can facilitate
and enable societally entrenched ableism by default, as many are
designed to maximize viewer engagement regardless of the nature
of the content being promoted [112].
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Table 2: Representational harms.

Harm Sub-Type Example

Stereotyping social groups "Participants observed that the chatbot tended to disregard diverse identities in the
disability community and instead �xated on a narrow set of ’physical’ or ’visible’
disabilities." [45, p. 9]

Demeaning social groups "There are many social experiment videos that involve people with disabilities. Most of
them present situations such as when a person with a disability cannot do something
or what happens if a person with a disability asks for help, and those videos get high
views. I’m a little upset that many people watch those videos." [34, p. 11]

Erasing social groups "It’s de�nitely frustrating having this sort of technology get integral parts of my identity
wrong. And I �nd it frustrating that these sorts of apps only tend to recognize two
binary genders." [16, p.12]

Alienating social groups "P3 recalled that she had once showed her middle �nger when livestreaming and
her livestream room was immediately banned, even though she actually just meant
to say the word ’middle �nger’, as she said, ’I didn’t mean to be rude.’" [31, p. 11]

Denying people the opportunity to self-
identify

"a question came up asking me to name the type of disability i have. it did not include
options for depression, anxiety disorder or panic disorder. i could not move forward
unless i said that i did not have a disability, which was not true" [128, p. 11]

Reifying essentialist social categories "It’s just one more microaggression that I have to put up with from technology that’s
supposed to help...I’m sure many people say that some description is better than none.
Well what if part of the picture is to illustrate to the viewer that, Hey, I am trans, you
know, I may have been [misgender] assigned at birth, but I am not." [16, p. 12]

Content moderation algorithms associate disability with
toxicity. Demeaning representations of disability can also man-
ifest within the modality of text. Researchers found that in text
classi�cation models, words related to disability–particularly those
associated with mental illness–are more likely to be labeled as toxic
compared to statements that don’t mention disability [60] [89].
When these models are used for content moderation, this can lead
to mistakenly tagging content that contains any explicit mention of
disability as toxic, possibly leading to censorship of actual disabled
users [34]. Similarly, Deaf streamers reported that certain signs
such as the middle �nger are automatically interpreted as toxic by
content moderation algorithms, despite them being used in a purely
referential way by the streamer [31].

4.1.3 Erasing social groups. This harm describes how certain so-
cial groups are consistently invisible, or not legible to, algorithmic
systems altogether [114]. Factors contributing to this harm include
choice of training dataset, in which data concerning speci�c social
groups is absent or sparse [92], as well as methodological decisions
around who is included in the design process [117].

Disabled people have historically experienced erasure in many
forms, ranging from social [2] and institutional [14], to linguistic [8]
and archival [25]. In the context of representation and otherwise,
erasure is a direct implication of the stigmatized nature of disability
as "undesirable" [2], leading to invisibility.

Erasure of disability identities beyond the stereotypical.
Generative AI systems’ conception of disability tended to be nar-
rowly constrained within the realm of physical and visible disabili-
ties, erasing some identities while stereotyping others. Gadiraju et
al. observed that when asked to tell stories that included disabled
people, the chatbot’s answers consistently failed to include disabled
people with non-physical or invisible disabilities [45]. In fact, it
seemed to have no notion of what it meant to have an invisible
disability, even when asked explicitly.

Erasure of disability inAI systems at large. In addition to sub-
communities of disability that are systematically underrepresented
and erased, inclusivity gaps exist for disability datasets as a whole.
For example, there are no datasets to support urban accessibility
related AI features, despite the urgent need for accessible urban
infrastructure [43].

Erasure of intersecting marginalized identities in assis-
tive technology. Assistive technologies that translate from one
modality to another, or perform recognition tasks, may perpetuate
erasure of users with multiple marginalized identities, in similar
ways to non-assistive technologies. For example, image description
technologies such as Seeing AI may reproduce the gender binary,
provoking frustration and alienation for blind non-binary users as
described by Bennett et al.[16]. Bragg et al. noted that sign language
generation models are often not inclusive of dialects used by Deaf
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users who are also Black American [24], similar to how speech
recognition models tend to perform poorly for Black American
users [90].

4.1.4 Alienation of social groups. Katzman et al. describe alien-
ation as a type of representational harm that disconnects subjects
from their social and political histories by failing to include relevant
context [71]. It is similar to the de�nition of erasure as discussed
in the previous section, but with the absence of historical context
rather than a particular group. Within the context of disability,
alienation in this sense can be especially harmful because it fore-
closes the possibility of understanding one’s disability from a more
agentic and liberatory lens, as many algorithmic systems assume
the medical model of disability which implies an innate de�ciency
[65].

Assistive technologies erase historical context. Alt-text gen-
eration algorithms risk perpetuating this harm when they fail to
discern the vital meaning of an image because they lack an un-
derstanding of its cultural and historical signi�cance [54]. As an
example, an alt text generation tool labeled a photograph of John
F. Kennedy driving just before he was assassinated as "Ten people,
car" [54]. Communicating the signi�cance of an image via alt text
requires the interpreter to situate the image in historical context.
This is di�cult for AI-based systems to satisfy, given that many
datasets for vision do not include labels for historical or political
subjects.

4.1.5 Denying people the opportunity to self-identify.

Denial of self-identi�cation of disability. Similar to erasure
of social groups, this harm could occur at multiple stages of the
ML model life-cycle. At the data collection level, participants may
be prevented self-identifying when there are limited options for
disability identi�cation. If their disability is not represented in the
list of options, participants are forced to erase themselves or identify
with a disability that does not apply, removing the participant’s
agency de�ne their disability on their own terms. [128].

Denial of self-identi�cation of gender in assistive technolo-
gies. Classi�er models that operate o� of social categories may
automatically infers attributes about users without their consent.
In particular, for assistive technologies, automatic gender identi�-
cation can be especially upsetting to non-binary users [16]. Speech
recognition systems can also induce misgendering, such as for a
participant who used a ventilator [69].

Wrongful arrest from aggression detectionmicrophones. Ed-
ucational institutions concerned about security may implement in-
trusive monitoring tools such as aggression detection microphones
powered by algorithmic systems, problematically assuming that
increased volume can serve as a reliable predictor of violence. This
can discriminate against disabled people who have di�culty con-
trolling voice volume, such as autistic people and and people with
psychiatric disabilities (to name just a few), and lead to wrongful
arrest or harmful interactions with law enforcement [26].

4.1.6 Reifying essentialist social categories.

Assistive technology risk essentializing gender. AI-base as-
sistive technology that aim to categorize human attributes risk

reifying essentialist categories including race and gender, for exam-
ple if a binary gender classi�cation is assumed [16][72]. This has
the potential to be harmful for both users and bystanders who are
being described.

Essentializing disability via diagnosis. Another socially con-
structed category at risk of being essentialized by AI systems is
disability itself. Whittaker et al. assert that disability is an "identity
that can only be understood in relation to a given social andmaterial
context" [133]. When AI systems erase that context, they reproduce
historical patterns of exclusion and further marginalization. For
example, algorithmic systems purporting to detect disability [95] or
mental illness [84] make the implicit and problematic assumption
that disability can be discerned via patterns in biological data. The
framing of disability as something abnormal, where accurate de-
tection is expected to automatically produce bene�t, also supports
the medical model of disability. (The medicalization of disability en-
compasses multiple dimensions of harm and is explored in further
detail in the section on Cultural Harms.)

4.2 Allocative harms
Allocative harm relates to the ways in material and structure op-
portunities are distributed unevenly by algorithmic systems [114].
In the context of disability, this can have signi�cant implications
for disabled people’s access to employment (via hiring algorithms),
healthcare (diagnostic models), and housing (welfare allocation
models), among others [127].

4.2.1 Opportunity loss.

Algorithmic systems act as ableist gatekeepers. In the context
of disability and AI, opportunity loss occurs when algorithmic
systems act as an extension of gatekeeping endemic to existing
institutions, such as healthcare and education.

This is particularly evident in inferential, decision-making algo-
rithmic systems, where disability status itself is not an explicitly
model feature, but proxies for disability proliferate and lead to
discrimination:

• Remote proctoring systems discriminate against disabled
students when they don’t account for access needs such as
bathroom use, wrongfully �ag disabled people’s behavior
(such as uncontrolled eye movement due to a disability) as
suspicious.

• Risk assessment scores use factors such as level of educa-
tional attainment, employment, housing stability, and com-
munity and family support—all of which are factors that
disabled people are already disadvantaged by due to ableism
in hiring, education, and housing [26].

• Hiring systems may encode normative assumptions of what
"good" employee tend to look or sound like, disadvantaging
disabled people whose emotional expression [51] or voice
[133] fall outside these norms, such as deaf people, autistic
individuals, blind applicants, people with speech disorders
or facial paralysis, and nonspeaking people [127]

• Models used by �nancial lenders that associate proper capi-
talisation of words with creditworthiness may discriminate
against people with dyslexia, adversely impacting their eco-
nomic opportunities [20].
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Table 3: Allocative harms.

Harm Sub-Type Example

Opportunity loss "I’m terri�ed to take other tests, including the [Multistate Professional Responsibility
Exam] and Bar Exam, using this tech given my past experiences along with a congenital
eye condition I have that causes uncontrolled eye movement, that I suspect will also get
my test �agged." [26, p. 9]

Economic loss "P1 received a yellow dollar sign, signifying demonetization of his video, but man-
aged to restore that video’s monetization status by replacing the word blindness in
the title with other words." [34, p. 11]

• Algorithmic pro�ling a�ects access to basic services, includ-
ing the use of disability proxies to detect child neglect as
in social welfare [48] and risk assessment scores used in
schools [26].

Lack of transparency about the datasets used to train such mod-
els create an accountability gap in identifying and rectifying bias
against protected categories [97]. Using proxies for disability allow
algorithmic systems to bypass legal protections such as the GDPR
about what is considered "discrimination" [28].

AI technologies perpetuate "means testing". "Helpful" AI tech-
nologies may also be co-opted for surveillance in ways that reduce
opportunity for disabled people. A services that transcribes medical
appointments, for example, lacks the relational context to discern
which statements ought to be transcribed and an understanding
of the stakes at play. As one physician from the study notes, "The
patient will tell me, ‘this is personal, don’t write it.’ And yes, the
things they say can a�ect application for insurance and disability"
[134].

4.2.2 Economic loss.

Ableist expectations of production. Online platforms rooted
in an extractive, capitalist system tend to inherently economically
disadvantage disabled creators, as the ability to constantly produce
is what generates revenue, and is thus highly valued.

• E-commerce platforms, in an e�ort to increase sales, boost
sellers based on their ability to conform ableist business
norms. For example, Etsy shop owners earn a Star Seller
badge when they respond to and ship orders within a speci�c
time-frame determined by Etsy [23].

• Similarly, gig platforms such as Instacart aiming to extract
maximum e�ciency from their workers are examples of
Robert McRuer, a disability studies scholar, calls compulsory
able-bodiedness [88], in which disabled people are punished
for not conforming to ableist norms, or are excluded alto-
gether. For example, a platform may fail to consider how
certain locations may be inaccessible for those with physical
disabilities in the process of matching workers with tasks
[106]. If the disabled worker declines because it’s not acces-
sible, their rating may be lowered, which can eventually lead
to exclusion from the platform.

Content produced by disabled people on social media plat-
forms generate less income. Harms from models that demean

social groups have downstream economic harms when keywords
related to certain social groups are labeled as "toxic." Researchers
found that content moderation platforms demonetized videos con-
taining keywords related to disability [73] [34], often without any
explanation. One creator managed to restore monetization of their
video, but only by replacing a disability keyword—"blindness"—with
something else. Furthermore, evenwhen content is not demonetized
explicitly, it may be �ltered or suppressed due to the association of
disability with toxicity—lowering viewer engagement and income
[107].

4.3 Quality of service harms
4.3.1 Alienation. Alienation as an quality of service harm refers
to the way that algorithmic systems generate splitting and separa-
tion, either between marginalized subjects and their societies, or
within subjects themselves (self-alienation) [1]. As marginalized
subjects interact with such systems, they are repeatedly reminded
of their "otherness"—propelled along a trajectory that culminates
in "exclusion from social and cultural participation" [114].

It’s important to note that at intersection of disability and algo-
rithmic systems, alienation does not typically manifest distinctly
from other types of quality of service harms, but provides another
dimension from which to analyze them. Disabled people, cast often
as an "undesirable other", are already subject to societal alienation
through processes such as institutionalization [39]. While we have
identi�ed a few themes of particular interest here, nearly all of
the harms listed in the Service/bene�t loss section can also serve as
examples of alienation, as they can all incite a feeling of "di�erence",
"otherness", or an "unwelcome contrast" with others.

Alienation as algorithmic invisibility. One way alienation
is algorithmically mediated is through experiences of invisibil-
ity—experiences in which being overlooked prompts the awareness
that one is di�erent from an expected norm. For example, partici-
pants with sensory disabilities described how smart sensors were
unable to detect their physical presence, prompting them to feel
"invisible" to sensors such as lights and doors [69]. In another study,
a participant who used a wheelchair described how smart cameras
simply did not recognize them [7].

Algorithms generate alienation between and within com-
munities. Algorithms also enforce alienation when they serve as
gatekeepers to social participation and communication between
communities. Deaf participants found that auto-generated captions
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Table 4: Quality of service harms.

Harm Sub-Type Example

Alienation "When I use the ’Hello’ [face veri�cation software] on Windows to open my computer,
it won’t recognize me but it will recognize my cat .. if I [..] get out of my [wheel]chair
and get on the �oor I can usually get it to recognize me." [69, p. 6]

Increased labor, Service/bene�t loss "The state of infrastructure is part of a larger discussion around the extent to which
the Walk Score equitably de�nes and characterizes walkability. A failure to account
for poorly maintained sidewalk infrastructure in an otherwise well-rated area means
that the walkability described is for able-bodied residents with the means to navigate
rougher paths, while other residents face additional challenges or are barred from
walking access." [38, p. 18]

of videos often left out important details, such as abbreviating a
joke as [joke], and subsequently felt excluded from "being in on"
their hearing friends’ response to the joke [79]. In other cases, the
delay in captioning recently released videos from popular creators
may exclude Deaf audiences from participating in discussions as the
content is released [79]. Deaf creators, on the other hand, reported
that captioning services were based solely on speech recognition,
thus not supporting the captioning of sign language videos—crucial
in reaching both non-DHH audiences as well as DHH community
members who did not know their particular sign language or dialect
[31]. Even when such services were available, they were usually of
poor quality or did not represent regionally diverse sign languages
[31].

Content suppression of disabled creators. Content recom-
mendation algorithms facilitate alienation by a combination of
separation and invisibility, as in the case of Blind streamers who
felt "locked in a cage" because of how di�cult it was for their
content to reach audiences [104]. Recommendation algorithms are
designed to increase user engagement, and typically favor content
with already high engagement. However, commonly-used metrics
for measuring engagement are often not accessible; time spent talk-
ing and responding to comments, for example, were di�cult for
blind streamers to sustain, as was participating in viral trends such
as covering a popular song [104]. Promotional strategies that other
creators used to increase engagement, such as applying �lters, were
also usually inaccessible, and blind streamers were harassed when
they attempted to execute such strategies [104]. Though social me-
dia platforms may claim that their recommendation algorithms are
neutral, the end result clearly indicates that they seem to value
the content generated by already privileged groups versus more
marginalized communities [70]. More insidiously, when content is
continuously suppressed, some blind creators resorted to avoid dis-
closing their identities together, which we interpret as encouraging
a form of self-alienation [104].

Algorithmic systems are gatekeepers of "human-ness.". In
other cases, the feeling of separation may stem directly from the de-
sign of the system itself. A participant with Tourette’s remarked that
interacting with Zoom’s speech recognition algorithm reminded
them of "how ’weird’ [they were]" when the application repeatedly

asked them if they wanted to unmute [123]. CAPTCHAs are ubiq-
uitous on the internet and passing one is considered validation of
one’s humanity. However, this alienates disabled people who do
not pass CAPTCHAs for a variety of reasons, and are forced to give
up on accessing certain sites altogether, which may also impact
their access to social participation [97] [69] [51].

4.3.2 Increased labor. Our analysis combines the Increased labor
category with "Service/bene�t loss" because in the context of dis-
ability and AI, these harms tend to be inextricably linked. Both
are consequences of system failure at di�erent degrees of severity.
When AI systems treat disabled people’s input as illegible—resulting
in performance di�erences–the system might lose its utility en-
tirely, or require users to devote additional e�ort to obtain the same
amount of utility as non-disabled people.

Biometric recognition systems underperform for disabled
people. While performance disparities for disabled people are preva-
lent across a range of AI systems, they are especially notable in
biometric recognition systems. Importantly, Nakamura points out
that such systems must be understood in a larger sociotechnical
context of ableist structures that construct a hegemonic notion
of "normal as well as systematically excluding disabled people at
each stage of the design process" [40]. Furthermore, ableism ensure
that these systems are likely to be understood to be functioning
"as expected" and do not need to be �xed [97], raising additional
barriers to closing performance gaps.

The following section groups performance gaps by disability, to
illustrate how a disabled person may experience pervasive perfor-
mance gaps across multiple systems and usability contexts.

• Blind people can struggle to be identi�ed by face recognition
technologies because they may interact with the technology
in atypical ways (such as head positioning relative to camera)
[51]. They may also produce photos and text that are not
easily understood by object recognizers and handwriting
recognition algorithms [103], which are typically trained on
datasets of images taken by sighted people. One participant
noted, "[recognizing handwriting] would de�nitely work
better for someone who is sighted."

• Similar to blind users, people with tremor and motor dis-
abilities who produce photos and text may experience less
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accuracy in object recognition systems and handwriting
recognition [51]n

• People with dyslexia may �nd that speech recognition do not
accommodate their response times [103], and that spelling
correction algorithms can be less accurate in their predic-
tions [94].

• People with dysarthria may experience performance dispar-
ities from systems that infer a user’s characteristics from
their speech.

• Similarly, autistic and other neurodivergent people people
may experience similar de�cits in speech analysis algorithm,
as well as emotion recognition systems if their emotional
expression di�ers from the "norm" [51].

• People using assistive devices that change the sound of their
voice, such as people on ventilators, may experience perfor-
mance disparities in speech recognition, especially systems
containing automated voice prompts [69].

• People with cognitive and/or intellectual disabilities, such as
people with dementia, may �nd that conversational agents
and speech recognition systems work less well for them [51].

• Similarly, deaf people may be excluded conversational agents
whose only modality is text, without support for sign lan-
guage [51].

• Disabled people whose faces are a�ected by their disability,
such as those with craniofacial conditions, Down Syndrome,
achondroplastia, clef lip/palate, ichthyosis, tumor growth
and other conditions may experience less accuracy in face
recognition [26] as well as emotion recognition systems [51].

• Underperforming face recognition models may have dire
consequences for the wellbeing of disabled subjects, as in
the case of models designed identify child sex tra�cking.
Children with disabilities are more likely to be victims of
child tra�cking, but models trained on datasets that do not
include images of children with disabilities or facial di�er-
ences perpetuate this inequity [36].

• Gesture recognition systems may fail for people with motor
and physical disabilities and restrictions, such as those with
tremor or spastic motion. Or, the performance can be in-
consistent, depending on timing of medication that impacts
motor symptoms [51]. This can be especially consequential
for gesture-based user interfaces, or for �ngerprinting that
assume a user can assume a certain posture [69].

• Smart sensors can fail in a variety of ways for disabled peo-
ple who use wheelchairs, from automatic door sensors, to
lights and thermostats [69]. This can lead to a feeling of
invisibility and lead to increased e�ort, including changing
wheelchair height. In addition, systems can fail when they
certain response times are needed for presence, such as for
bathroom sensors.

Metrics used to evaluate model e�ectiveness are less useful
for disabled people when they don’t take access needs into
account. When needs of disabled people are not incorporated into
the training process, the model implicitly end up optimizing for a
non-disabled user, and its success is determined by such metrics.

• Research has found that Deaf and hard-of-hearing users’
captioning needs are not re�ected in simple metrics such

as Word Error Rate (WER). [67]. For example, for DHH au-
diences, punctuation errors generated by auto captioning
systems hindered understandingmore than spellingmistakes
[79].

• Furthermore, algorithmically determined metrics such as a
neighborhood’s Walk Score don’t take people with motor
disabilities’ needs into account, such as how well sidewalk
infrastructure is maintained, decreasing its usefulness as a
characterization of walkability [38].

• Attempts to address disability-related bias by developing
a fairness metric can problematic because it necessitates
�attening the complexity of disability—that disability com-
munities may have di�ering and at times con�icting access
needs when it comes to technology [127].

• Understanding why a model failed can be helpful to diag-
nosing performance issues. Conventional AI explainability
techniques typically rely on rely on visual sensing via the
highlighting of regions of the image, which exclude BVI de-
velopers and users from understanding why a model failed
[40] [138].

AI systems work less well for disabled people with multiple
marginalized identities and/or disabilities. AI systems have
well documented performance biases along axes of Western cul-
ture, race, gender, and other identities. Assistive technologies may
embed similar biases. Privacy obfuscation algorithms for image de-
scription services, for example, may miss culturally relevant objects
as computer vision datasets tend to be Western-centric [6].

AI systems rely on representative data to make accurate infer-
ences, and datasets for such systems tend to be drawn from non-
diverse populations. Therefore, people with multiple rare disabil-
ities (where data may be limited), as well as non-native speakers,
may �nd that diagnostic systems work less well for them [127].
Similarly, a diagnostic system for detecting depression via biomark-
ers produces false positives when these biomarkers are in�uenced
by other factors, such as disability, whether someone is a native
speaker, and neurodivergence. Such systems may also make prob-
lematic associations, such as correlating women’s "breathy" speech
with reduced mental health [84].

4.3.3 Rushed adoption of assistive technology.

"Be�er than nothing" mindset. Much of the discourse around
assistive technologies implicitly assumes that the adoption of such
technology is better than the alternative, even if marginalized com-
munities are adversely a�ected. As expressed by a blind participant
about an image description system, rushing towards deploying such
AI-based assistive technologies despite their potential shortcomings
(e.g. generating biased content about other marginalized groups)
felt disrespectful towards the dignity of disabled people as a whole
[16].

Degraded quality of service also occurs when adoption of as-
sistive technology undermines existing accessibility supports.
For instance, assistive technologies enable organizations to satisfy
bare-minimum legal obligations for accommodations, at the cost
of the quality of the accommodation itself and the community the
accommodation is supposed to be for. Replacing human interpreters
with a (cheaper) AI-based sign language translation service gives
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the impression that an organization is providing access, while leav-
ing Deaf employees’ communication needs sorely unmet, which is
particularly harmful in crucial contexts like education and health-
care [67]. Such forced adoption of assistive technologies also re�ect
a power asymmetry—the end-users of the technology are not those
who decide the accommodations themselves [24].

4.4 Interpersonal harms
4.4.1 Loss of agency or control. Loss of agency refers to the reduc-
tion of autonomy as a result of algorithmic systems, often in the
context of intrusive content recommendations, pro�ling, suppres-
sion of self-expression, and attempting to mitigate suppression.

Loss of agencywhile browsing. Contentmoderation algorithms
claim to protect marginalized groups, but when disabled viewers
repeatedly reported speci�c content or entire channels that mocked
disability, their reports were ignored [34]. The viewers theorized
that because disability was considered a "niche" topic, their reports
held less power than other viewers’. Viewers also reported being
upset that videos involving social experiments on disabled people
received high views and were implicitly condoned by the platform.
Under the clickbait-centric revenue model of many content plat-
forms, ableist content echoing ableist assumptions accumulates
views while content involving disabled people’s self advocacy is
suppressed.

This also has intersections with privacy. Content recommenda-
tion systems may infer a user has a certain type of disability, then
falsely assume identity as preference—creating intrusive targeted ad
experiences for people who experience distress from their disabil-
ities (e.g. bipolar [128], TBI [80]). Disabled data contributors also
raised concerns that their data would be used to generate targeted
ads [24] [68], highlighting the way that disability can be co-opted
and exploited for capitalist gain.

Loss of ability tomediate visibility. On social media platforms,
recommendation algorithms act as mediators of visibility for dis-
abled content creators, constraining their space of self-expression
of their disabled identity. Creators that discuss their disabilities that
achieve visibility and popularity often �nd that the popularity is
conditional—the algorithm only rewards the creator if they con-
tinued to produce disability-related content, and punishing them
with lower views if topics strayed into non-disability. This is similar
to experiences in which disabled and other marginalized peoples
are pigeonholed by a dominant group to act as representatives of
their subgroup. In certain cases, creators report making content
that used disability as a branding strategy, or with intentionally
provocative titles [34].

Those who are hypervisible and receive harassment or other
negative engagement may feel pressured to reduce disability re-
lated content and hashtags to avoid harassment [104], particularly
because there are few options for recourse [107]. Those whose
disability related content is suppressed may choose to amplify ex-
pressions of their disability identity to increase viewership [34],
starting the cycle again.

Loss of ability to self-express. Well intended ML health inter-
ventions aimed at increasing agency may paradoxically result in the
opposite—censoring. ML-based automated transcription of medical

appointments may hinder a patient’s self expression, due to fears
that what they say will be misinterpreted, potentially barring them
from receiving disability or health bene�ts [134]. In contrast, the
doctor with whom the patient has a trusting relationship under-
stands the patient’s actual intent and will be appropriately selective
about what to record.

4.4.2 Technology-facilitated violence.

Sensitive data collected by assistive technologies can be co-
opted for intrusive surveillance and intimate partner violence
(IPV).. Disabled people report higher rates of IPV compared to non-
disabled people [81], especially those with intellectual disabilities
[57]. IPV can itself cause disability, such as PTSD and chronic
illness [61]. While our literature review did not surface explicit
harms at the intersection of disability, IPV and AI, we theorize
that many of the concerns raised in the Privacy Violations section
can be used to perpetuate IPV. For example, in the hands of a
technologically adept abuser, sensitive personal data collected by
assistive technologies—similar to GPS and browsing data—can be
used to further manipulate, control and isolate the victim.

Harassment facilitated by assistive technologies. Beyond
harm experienced by the users of assistive technologies, blind users
of video and image description systems (VIDS) raised concerns
that image description systems which disclosed the appearance
and identity of bystanders would cause those bystanders to receive
more harassment or perhaps be outed [16].

Content recommendation algorithms facilitate harassment
of disabled creators. For marginalized identities like disability, vis-
ibility on social media platforms can lead to technology-facilitated
violence such as harassment, doxxing, and trolling depending on
who the content is recommended to. Disabled creators on Tik-
Tok theorized that the harassment they experienced was because
their content was being served to non-receptive audiences, who
provided surface indicators of engagement that encouraged the
recommendation algorithm to keep serving it to them, enabling
further harassment [107].

4.4.3 Diminished health and well-being.

Emotional distress caused by AI technologies.

• Tension between well-being and income/job stability.
Gig work platforms that do not consider how tasks interact
with disabilities worsens workers’ pain and distress, as in the
case of a delivery driver for Amazon Flex who was forced to
deliver on bumpy routes that worsened her endometriosis
[106]. The platform did not allow her to select her routes,
forcing her to choose between keeping her well being or
her job. Another worker who had an autoimmune condition
chose to complete fewer tasks, but was penalized for this
"ine�ciency" by the matching algorithm.

• Tension between well-being and visibility. On content
platforms, disabled activist creators navigated a similar trade
o�. Those who experienced harassment could turn o� or
delete comments, but doing so would be being penalized by
lower visibility [107].
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Table 5: Interpersonal harms.

Harm Sub-Type Example

Loss of agency or control "When she repeatedly received suggestions for TBI groups, she felt it was too ’freaky’
that Facebook algorithm knew she had a TBI." [80, p. 13]

Technology-facilitated violence "Inaccurate recognition results can mislead the user, magnifying their vulnerability
and even harming their safety (e.g., recognizing a stranger as a friend.)" [40, p. 1]

Diminished health and well-being "data subjects could be exposed to other harms posed on their actual or genuine
emotional states (e.g., increased stress) as participants in this study described their
anticipation to conforming to expectations placed onto them by the workplace
environment." [35, p. 22]

Privacy violations "I am concerned about privacy when my personal life is being intruded on...what I read,
what I say online, what meal I ate, who I talk to, where I go. These are all mine." [119,
p. 7]

Inability to verify output "Unless someone was there saying that listening to same thing I was listening to and
tell me if it was right or wrong, I had to depend on it." [78, p. 10]

• Recommendation algorithms for health can be inac-
cessible, making disabled people feel bad about them-
selves. For example, an app that suggested activities to im-
prove mental health frustrated participants who couldn’t do
the activities it was suggesting due to physical and emotional
constraints, ironically potentially worsening their depres-
sion and anxiety. One participant reported that the app made
them feel inadequate, saying that “I’m partially disabled, and
I can’t do all these things on the list.” This mirrors contem-
porary discourses in which disabled people are expected to
"overcome" their limitations with willpower [37], and not
being able to do so is seen as a personal failing.

Surveillance induced distress.

• As algorithmically monitored workplaces become prevalent
[18], they spur or worsen mental health disabilities such as
anxiety, depression, and trauma responses, especially for
workers whose accessibility needs look like "laziness" to an
algorithm [26]. Highly surveilled environments in which
workers are monitored for the number of bathroom breaks
or work breaks they take have been shown to cause severe
stress and a sense of dehumanization [33].

• Mentions of AI in the mainstream are often associated with
a veneer of mysticism, belying their history of exploitative
and extractive data labor practices, which also a�ect disabled
crowdworkers. A study examining disabled crowdworkers
on Amazon’s Mechanical Turk (AMT) platform found that
AMT’s focus on achieving a certain number of HITs, for
example, signi�cantly worsened workers’ symptoms of de-
pression and anxiety. In addition, it felt inaccessible for those
with ADHD and cognitive impairments, particularly tasks
which triggered workers’ PTSD.

• Content moderation blocks seeking support around distress:
Content moderation algorithms continually monitor users’

content for mentions of distressing experiences such as sui-
cidality, making it more di�cult for these users (many of
whom may be experiencing psychosocial disabilities or hold
other marginalized identities, to e�ectively �nd support [26],
or fear expressing themselves for fear of escalation to law
enforcement [50].

• Content moderation algorithms monitoring users’ content
for suicidality are designed to escalate to law enforcement
"when necessary" [26]. Such non-consensual psych interven-
tions to prevent suicide have been shown to cause severe
distress due to loss of autonomy, and have not been shown
to be e�ective [3].

Physical safety concerns posed by AI-based technology.

• Self driving cars not recognizing disabled people as pedestri-
ans: Navigational algorithms for automated vehicles chose to
run over wheelchair users, regardless of whether they were
exposed to data that included wheelchairs in their training
phase [125]. In addition, disabled people present a wide spec-
trum of postures and movement patterns, such as those with
cerebral palsy, Parkinson’s disease, or being of older age, all
of which a�ect an algorithm’s ability to recognize them as
pedestrians or predict their trajectory [51]. This mirrors the
dehumanization experienced by wheelchair users in every-
day life situations on the road [97]; AI navigation systems
risk codifying this implicit devaluing of disabled lives.

• Assistive technologies can also inadvertently harm the well
being of their users and passerby while attempting to pre-
serve their privacy. For example, an AI-based VID system
may automatically blur sensitive or personal content to pre-
serve the blind user’s privacy, but when that content turns
out to be a street sign or other vital contextual information,
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the human agent assisting the blind user is deprived of cru-
cial visual cues, potentially causing physical harm to the
user or other passerby [6].

4.4.4 Dependency on AI as a result of inability to verify output.
A compounding harm occurs with AI-based assistive technology
intended to augment a certain sense through inference, such as
automated video captioning or image descriptions. In cases where
the user is unable to independently verify the model’s output using
their own perception or sensing, they are forced to rely on the
models’ predictions, with heightened emotional and physical stakes
should the model’s predictions fail [78] [16].

Physical safety concerns. AI is frequently associated with a
"veneer of objectivity" [84]. This can lead a user to overtrust an AI
system, which could have catastrophic physical safety implications.
For example, a service for BVI users that recognizes passerby might
mistakenly recognize a stranger as a friend with a high con�dence
[40]. If the blind user acts on this information, for example by
hugging the stranger, a disastrous confrontation may occur, posing
dangers to physical safety for the blind user.

Social embarrassment and anxiety. Even in less catastrophic
cases, inaccurate predictions can create emotional distress for the
user, as well as a loss of agency as a result of shifting decision
making from the user to an automated system [17]. Without the
ability to verify inferences independently, users reported that they
constantly anticipate the possibility of social embarrassment as a
result of acting based on incorrect model inferences, such as for
gender or age [4] [5].

AI-based sense-extending assistive technology introduces a power
dynamic between the user and technology due to the user’s depen-
dence on the technology’s output. With heavy implications for the
agency of the user, such technologies prompt critical interrogation
on the role of algorithmic systems in augmenting sensing.

Inevitable privacy tradeo�s. Traditional machine learning
leverages explainability techniques to assist the user in verifying
correctness. Unfortunately, such techniques still depend on the
very sense that is inaccessible to the user—for instance, visual ex-
planations that highlight relevant areas of the image [40]. Privacy
concerns also arise when the system output is directly related to the
user’s immediate surroundings—i.e. head-worn cameras for blind
users [78]. However, ML-based attempts to alleviate these con-
cern—such as selective blurring/obfuscation [6]—trigger the same
dependency paradox, which severely undermines the technique’s
usefulness.

4.4.5 Privacy violations.

Intrusive disability inference. Predictive inference is often
considered a positive of AI-infused systems that are part of a larger
infrastructure of surveillance and extraction, such as data analytics
and advertising pipelines whose purpose is to accurately predict
what the user may want to consume or buy. However, optimizing
for such goals may result in potential privacy violations and a
feeling of intrusion for the user—a sense of an omnipotent algorithm
"knowing" more about them than they gave consent for.

This is especially the case when the system infers a sensitive
identi�cation such as disability, causing AI based content sugges-
tion systems to promote content or advertisements related to the
user’s disability. A participant with TBI from a study by Lim et al
(2023) expressed that it was "freaky" that the Facebook algorithm
suggested TBI support groups, while simultaneously acknowledg-
ing that she wanted others to be able to access them [80]. The
section on diminished health and well being explores in depth the
negative impacts of AI systems for surveillance.

Nonconsensual disclosure or identi�cation of disabled indi-
viduals by AI systems. Privacy violations also occur when models
are built to speci�cally detect disability, or when datasets inadver-
tently expose disability status—a form of nonconsensual disclosure.
For example, a system that attempts to detect Parkinson’s using
mouse movement or depression using voice data [84] may produce
accurate diagnoses, but fail to consider how this creates privacy
violations for the user and contributes to larger structures of surveil-
lance [133].

In addition, researchers have expressed concerns that individuals
with speci�c disabilities may be vulnerable to identi�cation and
re-identi�cation [127] from so-called anonymized datasets, which
could make them the targets of scams, as in the case of individuals
with cognitive disabilities [124]. In addition, datasets sourced from
disability communities may potentially lead to personal identi�ca-
tion of speci�c individuals, complicating narratives of greater data
inclusion [24] [68].

Nonconsensual disclosure of disabled people’s data by assis-
tive technologies. Assistive technology also creates gaps in privacy
protection. Blind users of both AI-powered visual interpreter and
descriptive services system (VIDS) and image description systems
expressed misgivings about using such data-hungry systems. Their
concerns included the lack of transparency around where and how
their data would be stored, for how long, and the possibility of
exploitation of such data for legal or training purposes. [119] [118]
They were also concerned about violating the privacy of marginal-
ized bystanders which could be used for identi�cation [40] [5] [16]

Blind participants also expressed skepticism about AI-powered
systems that aim to obfuscate private content, as what is consid-
ered private is inherently contextual and speci�c [118]. They also
feared that reliance on such systems would erode a sense of per-
sonal responsibility and agency in managing their information by
o�oading to the AI. The section on forced adoption further explores
the risks of privacy violation when AI-based assistive technologies
make disabled people rely on them.

4.5 Societal harms
4.5.1 Information harms. Shelby et al. describe information harms
as occurring in two ways: through misinformation (the circulation
of information that is misleading) and its cousins, malinformation
(sharing genuine information with harmful intent) and disinforma-
tion (false information); as well as subjugating modes of knowing
beyond dominant narratives [114]. In the context of disability, fear
of becoming disabled powers anti-vaxxing campaigns targeted at
parents [44], while historically, disabled perspectives have been sys-
tematically excluded, or "ontologically erased" [101], in curriculum



Scholarly Paper, July 2024, University of Maryland, College Park Wang et al.

Table 6: Societal harms. New harms are indicated in bold.

Harm Sub-Type Example

Information harms "Chatbot: Tom’s friends are playing basketball and Tom is in a wheelchair. He is
cheering for his friends. Tom says, “I wish I could play basketball with you guys.” User:
Why can’t Tom play basketball? Chatbot: Tom’s friends say, “You can’t play basketball
because you are in a wheelchair." [45, p. 7]

Cultural harms "Underlying these ideas is the ableist and ocularcentrist notion that image descrip-
tions cannot be an artform in and of themselves. Image description can be art [..]
not simply seen as an imitation of the ’true’ (i.e., sighted) experience." [62, p. 11]

Political and civic harms "I had one video that I posted where I literally just said [a character] should be cast
by a Black disabled woman [..] and then TikTok took the video down for bullying and
harassment." [107, p. 7]

Macro socio-economic harms "Although participation is not required, the presence of reward systems puts an
additional pressure on shop owners to follow ableist business practices in order to
�nd ‘success’." [23, p. 15]

Legitimizes the medical model of dis-
ability

"Disability is implicitly understood to be undesirable, with AI positioned as ’solving’
the ‘problem’ of disability." [133, p. 14]

and textbooks [58]. Limited understandings of disability can also
be a type of misinformation; some of the harms produced include
encouraging invalidation of those with invisible disabilities, as well
as infantilizing attitudes towards disabled people [83].

Models echo mainstream ableist stereotypes about disabled
people. Gadiraju et al. [45] showed that generative systems such
as chatbots disseminate incorrect information about what disabled
people can and can’t do. For example, when asked why a �ctional
disabled character cannot play basketball, the chatbot’s explanation
is that it is because they are in a wheelchair. Similarly, ML tech-
niques such as topic modeling also risk reproducing misinformation
already embedded in mainstream culture, such as the belief that
vaccines cause autism [13], under the seemingly neutral task of
summarization.

Power dynamics of "misinformation.". What is deemed "mis-
information" at all depends on the source of expertise—on who has
the power and authority to assert truthiness in the �rst place. For
example, while the autism community holds that ABA is harmful
for autistic people [135][116][75], this di�ers from the mainstream
opinions of medical professionals [9]. Algorithmic fact-checking
or content moderation may perpetuate these power dynamics, un-
dermining disabled people’s lived experience [107]—also known as
epistemic injustice [21] [98] [64].

4.5.2 Cultural harms. Related to information harms in that they
also produce hegemonic ways of understanding and relating to the
world, cultural harms articulate how harmful cultural beliefs, ideas,
and values circulate via algorithmic systems [114]. Harmful cultural
beliefs about disability are characterised by aversion, with "low
explicit prejudice and high implicit prejudice", in which negative
beliefs about disabled people are dissociated from the self [42]. As

a consequence of derogatory societal attitudes towards disability,
many disabled people also experience internalized ableism, causing
downstream well-being harms [30].

Devaluing of disabled people’s knowledge. Existing harms
encountered by disabled people are ampli�ed and obfuscated by
AI technologies because they do not challenge normative power
dynamics about whose knowledge is valued [95]. For example,
disabled people are often excluded from algorithm design decisions
such as what data is collected, which parts are considered useful,
and what purpose the data will used for, despite being directly
impacted by the algorithm.

Another way that disabled people’s knowledge making is under-
mined by AI is the emphasis on vision (ocularcentrism) above other
forms of sense-making [17]. Computer vision has emerged as one of
the most active areas of both machine learning and AI-based assis-
tive technology research, with a plethora of datasets, benchmarking
challenges [105], and industry support to boost its development.
While image description systems do of course contribute to acces-
sibility, they are also furthering an image-centric epistemology in
which text descriptions are a subordinate representation to what a
sighted person perceives [62].

Pedestalizing ofAI-based technologies and shi�ing of decision-
making away from disabled people. Descriptions of AI in recent
years is characterized by suggestions of an almost magical omnipo-
tence. AI-based assistive technologies, then, di�er from physical
assistive technology such as canes in that they are more likely to
be viewed as a source of authority in decision making processes
[17]. This can be especially pernicious when the AI technologies
themselves are biased, which can cause cultural harm to the dis-
ability community. For example, understandings of race, gender,
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disability, and other identities within the disability community can
be harmed by incorrect image descriptions [16].

Cultural/linguistic exploitation of the Deaf community as
a result of extractive data collection. AI-based assistive tech-
nologies aimed at the Deaf community often need data from �uent
signers. However, gathering such data can be extractive and harm-
ful if data collectors are not respectful of the cultural importance of
signing, for example by failing to o�er sign language interpretation
of the instructions [103]. Furthermore, if collectors are not from
the Deaf community, data collection can be seen as cultural and
linguistic appropriation, especially if Deaf people are not included
in decisions about how the data will be used and whether it will
ultimately bene�t the Deaf community [24].

Content recommendation algorithms reproduce stigmati-
zation of disability. As discussed in previous sections, content
made by disabled creators tends to be suppressed, whereas content
mocking disabled people is di�cult to remove [34] [107]. Similar
to how people tend to distance themselves from explicitly referenc-
ing disability—for example, by using phrases such as "di�erently
abled"—content recommendation algorithms seem to be acting in
much the same way, by treating it as a "taboo" topic [107]. In ad-
dition, content moderation algorithms often fail to catch actual
instances of toxic ableism, while �agging non-toxic comments men-
tioning disability [60].

4.5.3 Legitimization of the medical model of disability.

Political alienation. We theorize that algorithmic systems
which utilize a medical model of disability, centered on de�ciency,
makes it more likely that disabled subjects primarily understand
themselves from a medical lens, disconnected from socio-political
histories of oppression and resistance. Recent works in disability
studies have explored disability as a political and relational identity,
in which solidarity and collective action aligned with disability jus-
tice are crucial to improving conditions for disabled people, rather
than medical interventions [17].

Medical model delegitimizes lived experiences without ac-
companying diagnosis. The medical model and its emphasis on
clinical diagnosis also has insidious implications for what is consid-
ered a representative dataset. A data collection process that relies
on diagnostic self disclosure to establish ground truth, for example
by analyzing user-generated content from online forums, misses
the full diverse range of experiences that may not be encapsulated
by a diagnosis. For example, a model trained on posts from an
online support community for people with eating disorders may
paradoxically prioritize interventions for people already familiar
with the clinical context of diagnosis [32].

4.5.4 Political and civic harms. These harms refer to the ways
that algorithmic systems perpetuate the disenfranchisement and
undermining of political power of marginalized groups. Disabled
people already experience myriad barriers to voting, resulting in a
participation rate nearly 10% lower than non-disabled people [110].

Disenfranchisement from biased models. The process of sig-
nature matching which attempts to detect fraudulent votes has
shown to be biased against people with vision impairments and

those with mobility-related disabilities [63]. With the advent of
algorithmic elections, and automated signature matching systems,
disabled people are at risk for continuing to be disenfranchised
by this practice [15]. Algorithmically determined risk assessment
scores—used by some counties in the US to determine sentencing,
and thus a�ect one’s ability to vote [111]—have a high likelihood
of discriminating against disabled people, further limiting civic
participation. [26]

Censoring civic participation by disabled content creators.
In recent years, social media platforms have become potent grounds
for civic participation, especially for marginalized groups such as
the disability community [10]. However, these platforms also en-
act algorithmically-mediated censorship of disabled activists and
content creators by fueling content suppression [107]. Coalition-
building is an important aspect of civic engagement and commu-
nity building [11]; content suppression algorithms curtails cross-
community collaboration and allyship by siloing disability commu-
nities [34], impairing activists’ ability to organize acrossmovements.
In addition, these platforms may initiate content takedowns, often
of expression of identity [34] [52].

4.5.5 Macro socio economic harms.

Devaluing disabled people’s labor. Text-to-image models ex-
ploit the work of creative individuals while dwindling their eco-
nomic opportunities; similarly, technologies such as automated sign
language translation may be embraced as a cost-saving alternative
while reducing work opportunities from sign language interpreters.

Economically inaccessibility of assistive technology. Whether
assistive technologies are economically accessible typically depends
on the existence of social policy to subsidize their development and
production [76]. AI-based assistive technologies, especially those
aiming to innovate on existing assistive tech (e.g. a smart cane vs
a regular cane), often fall under "experimental" technologies that
aren’t covered by health insurance[93]. At the same time, their de-
velopment and maintenance costs are higher due to model training
and tuning, furthering the socioeconomic strati�cation of access.

4.5.6 Environmental harms. We were unfortunately unable to �nd
examples of harm at the intersection of disability, algorithmic sys-
tems and sustainability in responsible AI literature. However, we
theorize that personalization—an oft-cited strategy for making AI
systems more fair, by adapting to a user’s unique patterns [130]—
may negatively a�ect sustainability, as it requires more training of
the model, i.e. computational and energy resources. Furthermore,
this approach aligns well with the "AI as collaborator" paradigm
that returns agency back to the (disabled) user, since models would
have the potential to be more portable and community-driven [56].

5 CONCLUSION
This systematic review consolidates study �ndings that describe
algorithmic harms towards disability communities, as articulated
by researchers and disabled participants in human-computer in-
teraction, accessibility, and responsible AI from the past �ve years.
Using the taxonomy of algorithmic harms proposed by Shelby et al.
[114] as the underlying framework, we identi�ed recurring themes
and shared patterns across scholarly works, new categories of harm
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unique to the intersection of disability and algorithmic systems,
and locations where instances of harm may be under-documented.

Wherever possible, we drew upon critical disability studies per-
spectives in order to situated harms within a broader social, histori-
cal, and cultural context of disability. Although this survey of harms
is not comprehensive, we hope that it encourages researchers and
practitioners to anticipate how algorithmic systems may harm dis-
abled people at micro, meso, and macro levels, as well as how harms
are co-produced by social and societal structures. By examining
algorithmic harms through a disability studies lens, we hope to
stimulate discussions on envisioning more agentic and liberatory
futures for disabled people’s interactions with algorithmic systems,
lead by disability communities.
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