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1 INTRODUCTION

As social media becomes the primary medium for staying updated

on current events, spreading opinions, and acquiring information,

the presence of ‘social bots’ has become increasingly prevalent. We

define social bots as automated agents that operate on social media

platforms, generating content and interacting with human users

in a way that mimics human behavior, in accordance with prior

studies in the field [7] [1]. These bots are deployed on a large scale

to engage in various activities ranging from benign actions such as

entertainment to malicious ones, like creating fake public opinions,

manipulating users toward certain ideas, and spreading misinfor-

mation. According to a 2020 study, bots are estimated to comprise

15% of Twitter’s (currently known as X) user population [14]. While

bots have recently drawn the public’s attention due to their alleged

influence on recent political events [15], and prevention methods

suggested by the platform owners [8], they have been present since

the early days of social media. Researchers have engaged in a con-

tinuous "cat and mouse" game with bots since the 2010s, beginning

with supervised machine learning techniques for detection [3, 22].

Over the past decade, many automatic detection techniques have

been proposed, including neural networks [2, 10] and more recent

methods that apply large language models (LLMs)[6]. Additionally,

various tools are made publicly available for practical use [5, 21].

However, as more advanced techniques emerge and get adopted

for bot detection, the same methods are also contributing to the

emergence ofmore advanced bots that aremore similar to legitimate

users [4, 20]. As bots evolve rapidly, detection methods are not

always deployed quickly enough to clean out the social media

platforms, resulting in real users frequently encountering bots in

their social media feeds. Understanding how users adapt to new

types of bots is essential for developers and researchers to create

new techniques to stay ahead of bot developers. Moreover, these

insights can be used to inform the development of better education

campaigns for users. Based on the intuition about user adoption of
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automatic detection tools, future tools can be refined to be more

user-friendly and effective. In the light of these, we investigate the

following research question:

RQ1: What strategies do non-expert users adopt to detect social

bots in their social media feeds? with the sub questions investigating:

• Variations of users’ strategies and confidence levels under dif-

ferent communication scenarios

• Users’ openness towards the automatic detection tools and their

expectations from such tools

We conducted five semi structured in-person interviews, and

provide the following qualitative insights:

• We identify specific visual and linguistic cues users associate

with bots, such as blurry profile photos, basic usernames,

and unnatural language patterns in posts and replies. We

also record traits that participants believe make bots harder

to detect, such emotional language and adaptive responses.

• We observe that users hold varying definitions of social bots,

ranging from more technical, like ’AI users’ to more practi-

cal, like ’fake profiles’ and ’scamers’. This lack of uniformity

could have a statistically significant effect on their detection

strategies in a larger scale study.

• We find that, while none of the participants is actively using

any publicly available tools to detect bot-generated content

in social media, all were open to adopting one in the future,

with the two key prerequisites being the ease of use and free

access.

• We find that users’ confidence in bot detection is higher

in active engagement scenarios compared to passive ones,

driven by the ability to elicit direct responses.

2 RELATED WORK

Social media platforms have become major venues for information

exchange; however, the increasing presence of bots adds complexity

to the user experience while exerting social influence on users.

Previous work highlights the influence and evolution of bots in

parallel to the emergence of advanced detection methods.

Bot Behavior and Influence. Bots vary widely in purpose, as

shown in the work of Stieglitz et al. [16]. Their research distin-

guishes between benign bots, like those aggregating news, and ad-

versarial bots used in political influence or spam, offering a clearer

view of the context in which everyday users must make judgments

about suspicious accounts on social media. The influence of social

bots on public discourse has been investigated in studies address-

ing misinformation spread. Shao et al. [15] analyzed the roles bots
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played in amplifying low-credibility content on Twitter during the

2016 U.S. election. By amplifying false information early in the news

cycle, bots were able to reach broad audiences, exploiting the trust

of human users. This study provides insights into the effect of bot-

driven misinformation, highlighting the importance of assessing

the legitimacy of online accounts. Yang andMenczer [20] uncovered

botnets using AI tools like ChatGPT to generate convincing inter-

actions, complicating detection. Similarly, Yardi et al. [22] showed

how bots exploit platform features to blend in with legitimate users,

adapting to trends and user behaviors.

Early Detection Methods. Primary bot detection approaches

have leveraged traditional machine learning techniques. Chu et al.

proposed a method that uses Twitter messages and user metrics

calculated on account metadata to determine if a posting account

is a bot, incorporating a Bayesian classifier [3]. While this study

demonstrated that it is possible to achieve strong accuracy, it did

not discuss incorporation into usable tools. Davis et al. created a

much simpler classifier that comes with a public website called

BotOrNot [5], which leveraged the Twitter API to query infor-

mation about a suspected account. Using thousands of features,

including geographic location, timings of content generation, and

sentiment analysis, their model, incorporating a random forest clas-

sifier, reached 95% accuracy. However, its reliance on Twitter API

access led to its discontinuation in 2023, highlighting the need for

bot detection methods that do not depend on third-party APIs. This

research produced a user-friendly tool, although, to our knowledge,

there has been no further research evaluating its utility. Nasim

et al. recruited three expert Twitter users to hand-label Twitter

accounts as users and bots and used it as a testing dataset for their

classifier [11]. The users reported difficulties with labeling accounts

based solely on the posts, such as the difference between a human

and a bot account being "not at all clear" and that some accounts are

"part automatic and potentially part human." This study compared

the accounts that users flagged as bots to the output of BotOrNot,

determining that BotOrNot predicted 65% of the identified bots

were actually bots. We build upon this research by asking non-

expert social media users about their strategies in everyday use,

intending to learn more about practical approaches for detecting

bots.

Advanced Detection Methods. Deep neural networks have

significantly improved bot detection. Kudugunta et al. [10] intro-

duced a deep neural-based approach adopting LTSM architecture

for both tweet and account-level detection, yielding high accuracy.

Wu et al. [19] combined active learning with neural models, yield-

ing high performance on their dataset. The advance of LLMs has

introduced new challenges, creating highly human-like bots that

evade traditional detection tools. Tang et al. [17] emphasized the

necessity of developing robust methods that can detect sophisti-

cated LLM-generated text in their study, which explores black-box

and white-box methods for detecting generated text. Jiang et al. [9]

explored the challenges of detecting disinformation generated by

LLMs due to the increased quality and effectiveness. Feng et al. [6]

analyzed the potential of LLMs for bot detection and the associated

risks, finding that LLM-based detectors reached state-of-the-art

accuracy. However, they also showed that the existing detectors

yield less accuracy on LLM-enhanced bot content.

Prior work pointed out that most bot detection research fo-

cuses on isolated tools, recommending future studies to prioritize

standardized definitions, unsupervised methods, and applicability

across different types of bots [4]. In addition, most prior research

focused on Twitter as opposed to other forms of social media. We

extend our methodology to other social media platforms as they

have gained traction among our target demographic of college stu-

dents. Additionally, user adaptation to the detection tools remains

unknown. Our study explores patterns from users’ adaptation to the

current presence of bots on social media and the detection strategies

adopted by them, which can inspire future detection techniques.

3 METHODS

3.1 Data Collection

We conduct our study through semi-structured interviews. Firstly,

because the interview process gives us the opportunity to acquire in-

depth responses capturing the various methods that users adopt to

detect bots along with the rationale behind those methods. Follow-

up questions allow us to capture details about participants’ percep-

tion of bots and individual experiences that might not be captured

through a survey composed of a fixed set of questions.

3.1.1 Recruitment. Considering the recent studies revealing that

the social media usage is highly prevalent among college students [13]

and the limited time and monetary requirements of this project,

we targeted University of Maryland students as our participants.

In order to eliminate any bias that can be caused by participants’

expertise on bots or detection strategies, we restricted our partici-

pation criteria to students from non-computing majors. We defined

non-computing majors as a major that is not listed as a computing

major by the UMD Student Success Office [12]. While we under-

stand that many students who are not in computing majors may

have strong technical backgrounds that would improve their ability

to detect bots on social media, it is less likely to find bot detec-

tion experts in this population given our limited ability to recruit

participants.

We recruited participants by messaging students we personally

know, by posting and advertisement on the UMD Reddit page, and

University of Maryland student organizations that we are members

of, and preparing fliers to distribute in person. Unfortunately, our

Reddit post was removed by Reddit’s content filters. To enforce our

requirement for participants to not be in a computing major, we

invited prospective participants to complete a pre-screening survey

before being able to schedule an interview. The survey asked for

the prospective participant’s field of study as well as their age, the

social media platforms they use (among Reddit, Facebook, X, and

Instagram), the amount of time they spend on social media, and

the purpose of their social media use. The full survey responses are

displayed in Table 2.

3.1.2 Interview Procedure. After selecting the participants based on

their responses in the pre-screening questionnaire, we interviewed

five students in-person at the Brendan Iribe Center for Computer

Science and Engineering compensating them $15 for their time.

The interviews were conducted with one researcher being present

each time, and the subsequent audio recordings and transcriptions

were performed using Zoom’s AI Companion software.
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Table 1: Scenarios Discussed in Interviews

Scenario Type Scenario

Passive Scenario User observing reply to a post made

by someone else

Passive Scenario User observing a post in their feed

made by another account

Active Scenario User receiving a reply to their own

post

Active Scenario User receiving message from customer

support bot

We split the interview into two main sections: questions about

social bot awareness, questions about user detection strategies. The

first section explores how users define social bots, their history

of interacting with bots, and their opinions of bots. The second

section explores the detection strategies adopted by users under

four scenarios: two passive detection scenarios and two active de-

tection scenarios. We define a passive scenario as one where a user

passively observes posts that are independent of their account on

social media: in our case users reading replies from other users

to a post that has not been posted by themselves, and a post on

their feed. Active scenarios are ones where the users are allowed to

engage in an active communication with the potential bots: when

users read replies to their posts or receive direct messages and

communicate with a customer support account. We also investigate

users’ openness towards detection tools with the questions assess-

ing their prior experience with detection tools, and their openness

towards and expectations from such tools. The specific scenarios

employed during the interviewing process are displayed in Table

1. A detailed outline of the exact questions used can be found in

Appendix B.

3.2 Data Analysis

To qualitatively code our interview results, we derived a list of

keywords and specific strategies identified in the interviews. To

do so, we used a shared Google Sheet to construct a codebook of

recurring themes for each question in the interview. Each researcher

coded the results of their own interview, and a second researcher

reviewed each coding for accuracy. We ensured consistency across

coding by using the same Google Sheet, allowing the creation of a

shared codebook.

For the first section of the interview (social bot awareness) we

simply looked for the prevalence of recurring themes across the five

participants. For the second section (user strategies) we compiled

a list of every strategy the users suggested across the passive and

active detection questions. We used this list to report trends across

the users and make suggestions for bot detection algorithms and

tools.

3.3 Limitations

The small sample size and focus on UMD students severely lim-

its our study’s external validity. Anecdotally, college students use

social media very frequently with interactions with classmates,

friends, and student groups being done online. Therefore, they may

be more likely to have exposure to and experience with social bots

than older users. Additionally, since our sample is small and re-

cruitment was primarily over word-of-mouth to personal contacts,

the diversity of our population is not reflective of the diversity

of the general population. All of the participants reported using

Instagram as their primary social media platform, and they have

limited experience with the other platforms. Future research in

user bot detection strategies should address these shortcomings by

recruiting a more representative sample.

3.4 Ethical Considerations

This study was conducted with careful attention to ethical guide-

lines related to participant privacy, consent, and data security. All

participants were voluntarily recruited from the University of Mary-

land, provided with a $15 incentive for their participation, and gave

written informed consent before their interviews began. Partici-

pants were fully informed of the purpose of the study, the nature

of the questions, and their right to withdraw at any time without

negative effects. To ensure confidentiality, the interview recordings

were deleted once transcription was completed and verified, and all

personal identifiers were removed from the transcripts. The study

was reviewed and approved by the Institutional Review Board (IRB)

at the University of Maryland, ensuring that all procedures adhered

to ethical standards for research involving human subjects.

Beyond participant welfare, ethical considerations also extend

to the broader implications of this research. As the study explores

strategies for detecting social bots, the findings could influence the

development of future bot-detection tools. While these tools aim

to support user agency and improve platform transparency, they

may also raise privacy and surveillance concerns if not designed

responsibly. To address this, researchers advocate for the develop-

ment of detection systems that prioritize user control, ease of use,

transparency, and explainability. These principles ensure that users

remain informed about how detection decisions are made, reducing

the risk of misuse or harm.

4 RESULTS

4.1 Social Bot Awareness

Our participants agreed that social bots are non-human accounts.

P1 gave a broad definition, saying "they’re basically just isn’t a person

behind [a bot] account." P2 added that the accounts are "maintained

by robots...but they are mimicking human behavior." P4 gave a nar-

rower definition thinking specifically of features like "Meta AI, or

on Snapchat the AI feature." When asked about their feelings of so-

cial bots, three participants explicitly stating feeling uncomfortable

with social bots. Of the two remaining participants, one (P3) shared

they were concerned about younger and older users recognizing the

bots, and that they were "annoying", while the other (P2) reported

that they "don’t know" but "wouldn’t actually want to follow a social

bot."

The participants generally reported infrequent interactions with

social bots. P2 reported the lowest frequency of "never." P1 and

P3 mentioned they interacted with social bots "once every 3 to

4 months" and "very rarely" respectively. P4 and P5 reported the

greatest frequencies of "2 to 3 times per month" and "about once a

Michelle Mazurek
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Item P1 P2 P3 P4 P5

Field of Study Marketing Second language

Acquisition, PhD

Psychology Finance & Philoso-

phy

Aeronautical Engi-

neering

Age 19 32 21 19 20

Most used Social

Media platform

Instagram Instagram Instagram Instagram Instagram

Average daily time

spent on Social Me-

dia

1 to 2 hours 30 minutes to 1 hour less than 30 minutes less than 30 minutes 2 to 3 hours

Main purpose of So-

cial Media

Other

(all options apply)

Professional

networking

Online shopping Connecting with

friends and family

Entertainment

Table 2: Participant Responses to the Pre-Screening Survey.

month" respectively. The most common reported bot interactions

were bots tagging the participant in fake giveaways (P1, P3, P4), a

bot commenting on a post asking to draw or paint the participant

(P1, P3, P4), and bot accounts offering payment over direct messages

for their time (P1, P3, P4). P4 and P5 reported times where their

friends’ accounts were compromised and were used to scam them.

P2, having never interacted with a bot online, did not report any

experiences.

When asked how they observe online communities responding

to perceived bot posts, the majority of participants mentioned they

observed users calling out bot posts (P1, P3, P4, P5) and that they

treat bots as jokes (P1, P3, P4, P5). The fifth participant (P2) said

they observe users following bot accounts for fun.

Interestingly, the participants unanimously agreed that it is "very

important" to be able to detect bots. When asked how comfortable

participants would feel unknowingly interacting with bots, four

participants (P1, P2, P3, P5) reported that they would be very both-

ered , while P4 "wouldn’t really mind terribly" if they found out they

were interacting with a bot. When asked about the positive and

negative impacts of bots on social media, three of the participants

(P1, P3, P5) explicitly said bots make no positive impact, and P2

said that the negative impacts outweigh the positive impacts. P4

said they "don’t really see a positive side of it, besides being able to

make jokes about it." The participants generally expressed negative

sentiment and discomfort towards online social bots, and shared

nothing positive other than being able to share a laugh with other

users about them.

4.2 User Bot Detection Strategies

4.2.1 Passive Detection Strategies. For the first scenario, asking

how the user would detect a bot if they replied to a post on social

media, the participants listed several strategies they would employ

to detect bots. Four participants (P2, P3, P4, P5) stated they would

look for language that does not resemble human writing in posts.

Three participants explicitly mentioned they would look at the

account’s profile to make a determination of whether it is a bot (P1,

P3, P4). Participants shared that profile elements like really basic

usernames (P1, P3) and blurry profile photos (P1, P5) in particular

are likely associated with bots. They also shared that in addition to

non-human language, posts that include advertisements (P1, P5),

requests to draw a mural of a user (P1), incorrect scientific concent

(P4) and content that lacks emotional language (P2) are associated

with bot accounts.

For the second scenario, asking how users would detect a bot

if they saw a bot’s post on their feed, the users shared some addi-

tional strategies they would look for. P1 shared several additional

strategies for detecting bots, such as checking if the posting ac-

count’s username reads as a typosquatted version of their friend’s

username, determining if they posted an unrealistic number of pho-

tos over a short time, and having a relatively young account. P4

added that they would check the profile’s bio to determine if it is

"unrealistic." P2 mentioned that an unreasonably high number of

followers is another possible feature of a bot. P5 added that grainy

photos of generic landmarks suggests copy/pasted content, which

is associated with bots. Across both scenarios, the participants gen-

erally agreed that observing an account’s behavior in addition to

just the language used in a specific post is useful for determining if

the account is a bot. We list the reported per-participant passive

detection strategies in Table 3 of Appendix B.

4.2.2 Active Detection Strategies. For the first scenario, asking how

users would detect a bot if they saw a potential bot reply to their

post, the participants reported additional strategies to actively probe

the potential bot to determine if they are a bot. Three participants

explicitly stated that they would try to provoke user actions by

replying to the potential bot and analyzing its reaction (P1, P3, P5).

P2 mentioned they would ask personal questions like "How do you

feel?" to determine if they are human. One participant, P4, did not

suggest any strategies involving active interaction, but added they

would check to see if the potential bot wrote the same message to

other users.

For the second scenario, asking how users would respond to a

customer support account, the participants similarly reported they

would ask questions to determine if the account is human. Four

participants reported that bots would give unclear answers with

asked specific questions (P2, P3, P4, P5). Two participants said they

would ask very complicated questions and see if the account replies

unrealistically quickly (P2, P3). One participant misinterpreted the

question as asking if they received a message from a bot impersonat-

ing a customer support account rather than a deliberate interaction
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with a customer service account (P1). P1 reported that in this case,

the account asking for passwords or personal information while the

user is already logged in is very suspicious. Across both scenarios,

participants agreed that asking specific and sentimental questions

to analyze how an account responds is useful for determining if the

account is a bot. We list all the reported passive detection strategies

and which participants reported them in Table 4.

4.2.3 Impact of Demographics. An interesting avenue to pursue

would be to explore if a user’s field of study and background with

social media influences their strategies for detecting bots. We ob-

served that P1 and P2 listed the most strategies for passive scenario

and active scenario bot detection respectively. P1 is a marketing ma-

jor and said during the interview they "get paid to do work for social

media right now, like I manage a company social media", which may

suggest a relationship between a user’s professional use of social

media, their field of study and the strategies they derive. Given the

limited number of participants and the diversity in their academic

backgrounds, any attempt to generalize connections between field

of study and bot detection strategies would be speculative. Our

results suggest that a larger, more diverse participant pool would

be required to assess this relationship in a statistically meaningful

way.

4.2.4 Confidence in Detection. For each scenario, we asked the

participants how confident they would be on detecting bots un-

der given scenario. Results present an increasing confidence under

active communication scenarios in comparison to the passive sce-

narios due to ability of crafting messages to reveal information

about the bot and the occurrence of new evidence such as the tim-

ing of the replies during an active conversation. Specifically, for

detection of costumer support bots, all participants expressed a

high or moderate confidence. P2 compared customer support bots

to ChatGPT: "Best social bot that I’m in interacting every day is

ChatGPT, it’s really good. It’s not like talking to a customer support

service", suggesting that the users are aware of the capabilities of ad-

vanced generative models, but they do not associate the underlying

technology of advanced chat bots to customer support bots.

4.2.5 Bot Detection Features and Tools. When asked about bot

detection tools, all five participants reported that they are unaware

of any existing bot detection tools, but would be open to their

use. Three participants stated they do not feel bots are enough

of a problem to justify using a tool (P1, P2, P3). They agreed that

they would only use a tool if it is convenient (P1, P3, P4, P5) and

low-cost (P1, P2, P5). This general lack of interest in the tool is

ironic considering how all the participants expressed concerns and

discomfort about social bots in the previous section.

When asked what features bots could implement to resist de-

tection, participants suggested that using a normal-looking profile

photo (P1, P3), a biography that makes sense (P1, P3, P5), emotional

language (P2) and more formal language (P5) makes bots harder

to detect. Additionally, if bots respond to users more adaptively

(P3, P4) and vary their posting patterns so it looks human (P1),

they become harder to detect. Notably these suggestions are direct

countermeasures to several of the strategies users mentioned.

5 DISCUSSION AND CONCLUSION

This study provides a comprehensive analysis of how non-expert

users detect social bots on social media platforms. Our findings

reveal substantial variability in user definitions of social bots, with

participants describing them as "AI users," "fake profiles," and "scam-

mers." This definitional ambiguity underscores the need for more

user education on what constitutes a bot, as misaligned definitions

may hinder effective detection. While users’ detection strategies

differ between passive and active scenarios, their confidence was

notably higher in active cases, where direct engagement with bots

allowed for interactive testing of responses. This insight highlights

the potential for future bot-detection tools to incorporate active

detection mechanisms, empowering users to probe and verify sus-

pected accounts.

Participants’ reliance on visual and behavioral cues for bot de-

tection highlights opportunities for system design. For passive

detection, users emphasized features like blurry profile photos, ba-

sic usernames, and generic posts as key signals. Active detection,

on the other hand, involved users asking targeted questions to as-

sess the contextual awareness of responses. These human-driven

strategies suggest that detection tools could benefit from surfacing

similar cues automatically, such as flagging suspicious usernames

or encouraging user-initiated "challenge questions" during inter-

actions. Importantly, our study found that users underestimated

the frequency of bot interactions, with most participants believing

they rarely encounter bots putting the total number of perceived

social media bot interactions at 1-3 per month, and one participant

stating that number is closer to zero. Various recent studies sug-

gest these numbers are likely much higher in practice, with a 2017

study estimating the percentage of bot accounts on X between 9%

and 15% [18], and a more recent 2020 work putting this estimate

firmly at 15% [14]. This misperception may stem from the growing

sophistication of AI-driven bots, underscoring the need for tools

that bring unseen interactions to users’ attention.

While participants acknowledged the potential utility of bot-

detection tools, demand for such tools was low. Users were only

willing to adopt a tool if it was free, convenient, and required mini-

mal user effort. This finding suggests that bot-detection features

would be most effective if integrated directly into social media

platforms as "background" services. For designers, this implies a

shift toward passive, low-effort interactions where visual indicators

of bot-like behavior are subtly displayed. Additionally, the results

suggest that hybrid detection modelsÐleveraging user-driven sig-

nals like username quality and system-driven signals like content

analysisÐcould bridge the gap between manual and automated

detection.

Our study offers timely insights for the design of human-centered

bot-detection systems. By highlighting the differences in user strate-

gies across passive and active scenarios, we outline a path for more

interactive, user-driven detection tools. Nevertheless, limitations

such as the small sample size (n=5) and recruitment from a single

university suggest caution in generalizing the findings. Future work

should explore larger and more diverse participant pools, exam-

ine platform-specific strategies, and investigate hybrid detection

models that blend human intuition with AI-driven classification. As

social bots continue to grow in sophistication, the development of

Michelle Mazurek
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yeah i think this is the interesting piece -- if the platform can detect the bot with high confidence they can ban it, so what do you do about things that fall into a gap where the platform can't immediately detect them?
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more accessible, context-aware tools will be essential for fostering

safer and more transparent social media environments.
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APPENDIX A - PRE-SCREENING SURVEY

The pre-screening survey asked the following questions:

• What is your field of study? Please respond with your ma-

jor(s) and minor(s)

• How old are you?

• Which of the following social media platforms do you use?

(Select all that apply)

ś Reddit

ś Facebook

ś X

ś Instagram

• What is the average time you spend daily on social media?

ś Less than 30 mins

ś 30 mins to 1 hour

ś 1 to 2 hours

ś 2 to 3 hours

ś More than 3 hours

• What is your purpose when using social media?

ś Connecting with friends and family

ś Following news and current events

ś Entertainment (videos, memes, etc.)

ś Professional networking

ś Sharing content (posts, photos, videos, etc.)

ś Online shopping

ś Participating in online communities or discussions

ś Learning new skills or information

ś Other (write-in)

APPENDIX B - INTERVIEW QUESTIONS

The interview asked the following questions split over two sections.

5.1 Social Bot Awareness Questions

(1) Do you know what a social bot is? If so, how would you

describe it?

(2) How do you feel about the presence of human-like bots on

social media?

(3) Have you ever noticed that you are interacting with a bot?

(reading the posts of a bot, or a bot directly replied to you)

• If yes, what was the context of the interactions? (reading

the posts of a bot etc)

• If yes, what were these bots trying to do? (promoting a

political opinion, advertising etc, entertainment)

• If yes, how frequent does it happen?

• Are there any scenarios that you can think of, in which a

bot can interact with you online?

(4) Have you ever seen others discussing bots in online commu-

nities (e.g., in comments, threads)? How do people generally

react to bots in those spaces?
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(5) What types of social media platforms do you think are more

prone to bot activity, and why?

(6) Howmuch would it bother you to interact with a bot without

realizing?

(7) Do you think it’s important to be able to confidently detect

bots on social media? Why/why not?

(8) What positive and negative impacts can bots provide on

social media?

5.2 User Strategy Questions

(9) (Passive Scenario) If you were reading replies to a post on the

platform that you use themost (amongst X ,Reddit, Instagram

and Facebook), how would you tell if any of those replies

were created by a bot or a real person?

• If this happened on one of the other platforms (X, Reddit,

Instagram, Facebook), would your approach to identifying

the bot be different? How so?

• How would the detection strategy change based on the

content (political, personal, cultural, entertainment, adver-

tisement)

• How confident would you be about your strategy?

(10) (Passive Scenario) If you were scrolling through the feed of

the platform you use the most (amongst X ,Reddit, Instagram

and Facebook), what features would raise your suspicion that

a post’s owner is a bot?

• If this happened on one of the other platforms (X, Reddit,

Instagram, Facebook), would your approach to identifying

the bot be different? How so?

• How would the detection strategy change based on the

content (political, personal, cultural, entertainment, adver-

tisement)

• How confident would you be about your strategy?

(11) (Active Scenario) If you received a reply from an unknown

source to a post on social media, how would you tell if it is a

bot or real person?

• How confident would you be about your strategy?

• Suppose you continued the conversation, how would you

structure your messages to help determine if the account

is managed by a bot?

(12) (Active Scenario) If you received a response from a customer

support account after contacting a company, how would

you determine whether it is a human or a bot managing the

account?

• How confident would you be about your strategy?

• Suppose you continued the conversation, how would you

structure your messages to help determine if the account

is managed by a bot?

(13) In your opinion, what features of a bot would make it more

difficult to identify?

(14) Are you aware of or have you ever heard of any tools that

could help you detect bots online?

• Have you ever used such a tool?

• How open would you be to using such tools in the future?

Table 3: Passive Detection Strategies Mentioned by Partici-

pants

Strategy P1 P2 P3 P4 P5

Participant would look at an ac-

count profile

X X X

A blurry photo of a girl’s face

as the profile photo makes bots

detectable

X X

Bots have really basic user-

names

X X

Would be weary of bot advertise-

ments

X X

Bots ask to draw photos/murals

of users

X

Bots often use non-human lan-

guage

X X X X

Participant would fact-check

the content itself if scien-

tific/research

X

Participant would check for lack

of emotinal language

X

If the content is more

knowledge-based, the facts may

created by a bot

X

Participant would check for lack

of personal opinion

X

Participant would look for gram-

mar mistakes (makes it less

likely to be bot)

X

An account using a friend’s

name with an extra

dash/character is likely a

bot

X

Participant looks for posting pat-

terns

X

An account posting an unreal-

istic number of photos over a

short time is likely a bot

X

Account age is a factor (newer

accounts are more likely to be

bots)

X

Bots have silly or unrealistic bios

in their profile

X

Having a high number of fol-

lowers makes an account more

likely to be a bot

X

Posting grainy, low quality pic-

tures of famous things/memes is

associated with bots

X
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Table 4: Active Detection Strategies Mentioned by Partici-

pants

Strategy P1 P2 P3 P4 P5

Participant looks at content of

replies to determine if it was

posted by a bot

X X

Participant are mainly con-

cerned with asking an account

questions to get a reply, and

then determine if the account is

a bot

X X X

Participant would ask personal

questions

X

Participant would send mean-

ingless messages and inspect the

reaction

X X

Participant would check if a re-

ply was sent to multiple posts

X

Participant would look for reoc-

curring expressions

X X

Participant Would look for a

neutral, formal tone

X

Participant feels that if the sen-

tence is too perfect, the account

can be a bot"

X

Replies that look to come from

someone who doesn’t know

the participant are likely bot-

generated

X

It is suspicious for a legimiate

account to ask for passwords on

the platformwhen user is logged

in

X

An account using the chat fea-

ture of social media to provide

technical support is suspicious

X

Participant would ask questions

to verify legitimacy of tech sup-

port

X

Bots respond with FAQ/non-

answers

X X

Tech support leaving unclear an-

swers to specific questions is in-

dicative of bots

X X X X

Participant would ask a question

that is time-consuming to an-

swer

X X

Profile photo not matching the

name is indicative of bots

X

Language that is too formal is

indicative of bots

X

Repeating expressions is indica-

tive of bots

X

Table 5: Participant Themes in Question 1: Do you knowwhat

a social bot is? If so, how would you describe it?

Theme P1 P2 P3 P4 P5

Bots use fake profile information X X

Bots are computer-controlled X X

Bots include AI social media

users

X X

Bots scam users X X X

Bots include built-in AI features

like snapchat AI and Meta AI

X X

Table 6: Participant Themes in Question 2: How do you feel

about the presence of human-like bots on social media?

Theme P1 P2 P3 P4 P5

Participant feels uncomfortable

with bots on social media

X X X

Younger users have trouble rec-

ognizing bots

X X

Older users have trouble recog-

nizing bots

X X

Bots try to scam victims X X

Bots engage in false advertising X X

Participant finds bots not inter-

esting

X

Table 7: Participant Themes in Question 3: Have you ever

noticed that you are interacting with a bot? (reading the posts

of a bot, or a bot directly replied to you)

Theme P1 P2 P3 P4 P5

Bots have tagged the participant

in a fake giveaway

X X X

Participant observed a bot tag-

ging others in fake giveaway

X X

Bots have commented about

drawing/painting a user

X X X

Bots sometimes pretend to be a

duplicate account of a friend

X

Bots sometimes are "Sugar

Daddy" accounts and offer

payment for time

X X X

Males get fake DMs from bots

masquerading as beautiful girls

X X

Bots compromised a friend’s ac-

count and used it for attacks

X X
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Table 8: Participant Themes in Question 4: Have you ever

seen others discussing bots in online communities (e.g., in

comments, threads)? How do people generally react to bots

in those spaces?

Theme P1 P2 P3 P4 P5

Users mess with the bot pubicly X X

Users call out bots X X X X

Participant believes bot com-

ments stand out a lot

X X X

People treat bots as jokes X X X X

There is a "negative connota-

tion" with the bots

X X

People interact with (follow)

bots for fun

X

Table 9: Participant Themes in Question 5: What types of

social media platforms do you think are more prone to bot

activity, and why?

Theme P1 P2 P3 P4 P5

Sites with lots of people are

prone to bots

X X X

Sites with older victims are

prone to bots

X

Sites with less tech savvy partic-

ipants are prone to bots

X

There are more bots on Insta-

gram than on Reddit

X X

Sites with teenage victims are

prone to bots

X

Sites with more advertising are

more prone to bots

X X X X

Direct messaging features are

more of a concern w.r.t. bots

than other social media

X X

Sites that emphasize entertain-

ment are more prone to bots

X X

Table 10: Participant Themes inQuestion 6: Howmuchwould

it bother you to interact with a bot without realizing?

Theme P1 P2 P3 P4 P5

Participant would be very both-

ered by the bot interaction

X X X X

Participant would be mad at

themself later

X X X

Participant would wonder how

the bot’s profile is realistic

enough for them to fall for it

X

Participant would not interact

willingly with bots unless it’s a

known bot site

X X

Participant would feel their ego

busted

X

Participant would not "mind ter-

ribly"

X

Participant would feel deceived X X

Table 11: Participant Themes in Question 7: Do you think

it’s important to be able to confidently detect bots on social

media? Why/why not?

Theme P1 P2 P3 P4 P5

It is very important to be able to

detect bots

X X X X X

Participants want to avoid di-

vulging sentitive info

X X X

Participants do not want to fall

for scams

X X X X

Participant fings bot detection

important for privacy reasons

X
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Table 12: Participant Themes in Question 8: What positive

and negative impacts can bots provide on social media?

Theme P1 P2 P3 P4 P5

Participant explicitly said there

are no positives w.r.t social bots

X X X

Participant explicitly said there

are no negatives w.r.t social bots

The negatives of bots can out-

weigh positives

X

Bots can scam people (negative) X X X

Bots take money and trick you

(negative)

X X

Can make jokes (positive) X

Bots defeat the purpose of social

media (negative)

X

Passive Detection

Table 13: Participant Themes in Question 9: If you were read-

ing replies to a post on the platform that you use the most

(amongst X ,Reddit, Instagram and Facebook), how would

you tell if any of those replies were created by a bot or a real

person?

Theme P1 P2 P3 P4 P5

Participant would look at an ac-

count profile (strategy)

X X X

Parcipant believes bots are set

up explicitly for deception

X

A blurry photo of a girl’s face

as the profile photo makes bots

detectable (strategy)

X X

Bots have really basic user-

names (strategy)

X X

Participant would feel less con-

fident on X

X X

Participant would feel less con-

fident on Reddit

X X X

Some platforms allow links in

comments for bots to use

X

Would be weary of bot advertise-

ments (strategy)

X X

Bots ask to draw photos/murals

of users (strategy)

X

Participant feels they can just

tell a bot reply from human

X X

Bots often use non-human lan-

guage (strategy)

X X X X

Participant would fact-check

the content itself if scien-

tific/research (strategy)

X

Participant not be that confident

overall with detection

X X X

Participant would check for lack

of emotional language (strategy)

X

If the content is more

knowledge-based, the facts may

created by a bot (strategy)

X

Participant would check for lack

of personal opinion (strategy)

X

Participant would look for gram-

mar mistakes (makes it less

likely to be bot) (strategy)

X

Participant mentioned how

good ChatGPT is on mimicking

human-like language

X
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Table 14: Participant Themes in Question 10: If you were

scrolling through the feed of the platform you use the most

(amongst X ,Reddit, Instagram and Facebook), what features

would raise your suspicion that a post’s owner is a bot?

Theme P1 P2 P3 P4 P5

Bots have really basic user-

names (strategy)

X X

A blurry photo of a girl’s face

as the profile photo makes bots

detectable (strategy)

X

An account using a friend’s

name with an extra

dash/character is likely a

bot (strategy)

X

Participant believes giveaway

accounts are purchased

X

Participant looks for posting pat-

terns (strategy)

X

An account posting an unreal-

istic number of photos over a

short time is likely a bot (strat-

egy)

X

Account age is a factor (newer

accounts are more likely to be

bots) (strategy)

X

Bots have silly or unrealistic bios

in their profile (strategy)

X

Having a high number of fol-

lowers makes an account more

likely to be a bot (strategy)

X

Posting grainy, low quality pic-

tures of famous things/memes is

associated with bots (strategy)

X

Active Detection

Table 15: Participant Themes in Question 11: If you received

a reply from an unknown source to a post on social media,

how would you tell if it is a bot or real person?

Theme P1 P2 P3 P4 P5

Participant looks at content of

replies to determine if it was

posted by a bot (strategy)

X X

Participant are mainly con-

cerned with asking an account

questions to get a reply, and

then determine if the account is

a bot (strategy)

X X X

Participant would just mess

with the bot if they know it is

a bot

X

Participant would ask personal

questions (strategy)

X

Participant would send mean-

ingless messages and inspect the

reaction (strategy)

X X

Participant would check if a re-

ply was sent to multiple posts

(strategy)

X

Participant would look for reoc-

curring expressions (strategy)

X X

Participant Would look for a

neutral, formal tone (strategy)

X

Participant feels that if the sen-

tence is too perfect, the account

can be a bot (strategy)"

X

Replies that look to come from

someone who doesn’t know

the participant are likely bot-

generated (strategy)

X
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Table 16: Participant Themes in Question 12: If you received

a response from a customer support account after contacting

a company, how would you determine whether it is a human

or a bot managing the account?

Theme P1 P2 P3 P4 P5

It is suspicious for a legimiate

account to ask for passwords on

the platformwhen user is logged

in (strategy)

X

An account using the chat fea-

ture of social media to provide

technical support is suspicious

(strategy)

X

Participant would ask questions

to verify legitimacy of tech sup-

port (strategy)

X

Bots respond with FAQ/non-

answers (strategy)

X X

Tech support leaving unclear an-

swers to specific questions is in-

dicative of bots (strategy)

X X X X

Participant would ask a question

that is time-consuming to an-

swer (strategy)

X X

Table 17: Participant Themes in Question 13: In your opin-

ion, what features of a bot would make it more difficult to

identify?

Theme P1 P2 P3 P4 P5

Normal profile photos would

make bots harder to detect

X X

Profile bios that look normal

would make bots harder to de-

tect

X X X

Bots posting over reasonable

timeframes would make them

harder to detect

X

Profile photo not matching the

name is indicative of bots (strat-

egy)

X

More adaptive responses would

make bots harder to detect

X X

Emotional language would

make bots harder to detect

X

Language that is too formal is

indicative of bots (strategy)

X

Repeating expressions is indica-

tive of bots (strategy)

X

Formal language makes bots

harder to detect

X
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Table 18: Participant Themes in Question 14: Are you aware

of or have you ever heard of any tools that could help you

detect bots online?

Theme P1 P2 P3 P4 P5

Participant is not aware of bot

detection tools

X X X X X

Participant would be open to use

if needed

X X X X X

Participant does not need the

tool since bots arent enough of

a problem

X X X

Participant would use detector if

using social media for work and

money involved

X X

Participant believes conve-

nience is important

X X X X

Participant doesn’t want to have

to type in the username to check

an account

X

Participant would like a red

flag/visual graphic

X

Participant would use tool only

if cheap/free

X X X

Participant has general distrust

in systems

X

The tool should not hinder the

performance of the app

X

The tool should not ask for per-

sonal information

X
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