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Saliency-Guided Lighting

Chang Ha LEE†a), Member, Youngmin KIM††, and Amitabh VARSHNEY††, Nonmembers

SUMMARY The comprehensibility of large and complex 3D models
can be greatly enhanced by guiding viewer’s attention to important regions.
Lighting is crucial to our perception of shape. Careful use of lighting has
been widely used in art, scientific illustration, and computer graphics to
guide visual attention. In this paper, we explore how the saliency of 3D
objects can be used to guide lighting to emphasize important regions and
suppress less important ones.
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1. Introduction and Related Work

Recent advances in 3D model acquisition technologies have
resulted in creation of gigantic meshes with millions to bil-
lions of points. The visual overload caused by the dramat-
ically rising complexity of 3D models prevents us from ef-
fectively analyzing and understanding their visual depiction.
Research in perceptual psychology has shown that a two-
component framework controls where the human visual at-
tention is deployed in visual scenes [1], [2]. The bottom-
up mechanism guides the viewer’s attention to stimulus-
based salient regions. The contrast of colors, intensities, and
orientations affects the salience for the bottom-up mecha-
nism. The top-down visual attention involves semantic con-
text for the scenes. Without any task-based knowledge for
the scenes, viewers observe a scene in a bottom-up way.
Naive rendering of complex models often produces a large
amount of visual stimuli, especially when used with feature-
enhancing lighting design techniques [3]–[6]. This defo-
cuses visual attention, leading to a less effective understand-
ing of the scene. Rensink et al. [7] have found that observers
have difficulty in identifying changes in a scene unless their
attention is drawn to the changed regions with verbal cues.
Their experiments show that (a) the amount of visual infor-
mation often exceeds our ability to perceive it effectively
and (b) guiding visual attention helps to better analyze and
understand the scene.

Braun [8] has found that directing the visual attention
based on low-level visual cues as well as object saliency
plays a significant role in visual search tasks. His experi-
ments involved showing users several objects with different
saliencies based on their size, contrast, and patterns. The
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users’ task was to find a target object among them. He
found that a high-contrast object surrounded by low-contrast
objects is more noticeable than a low-contrast object sur-
rounded by high-contrast objects. His results show that en-
hancing the contrast of regions helps us perceive them better.

Several researchers have used contrast enhancement
for enhancing important features in graphics data. Gooch et
al. [9] have proposed a method for converting color images
to grayscale images while preserving salient features. They
maintain the luminance contrasts in a grayscale image to
convey the differences in the CIE color space. Rasche et
al. [10] have also presented a method for removing color
while preserving image details by enhancing their contrast
in grayscale images. Ehricke et al. [11] have developed an
algorithm for visualizing vasculature from volume data by
enhancing the contrast of line-like structures detected by
pattern recognition techniques. Researchers have also used
lighting to enhance contrast. Raskar et al. [12] have used
multiple flashes to generate non-photorealistic images from
photographs by detecting edges. They enhance contrast
around silhouettes by using different flashlight directions
for improved edge detection. Kachar [13] has proposed a
method for improving the illumination of transparent ob-
jects in microscope images by enhancing contrast with an
oblique light direction.

High contrast can sometimes lower the overall image
quality. When the contrast in an image is too high, the re-
gions with low luminance are not readily noticeable. Tone
reproduction, or tone mapping, is a mapping from the real-
world luminance intensities to the display luminance inten-
sities [14]–[19]. Tone mapping is important because the dy-
namic range of current display devices is much lower than
the real-world dynamic range. Therefore, a bright spot in
an image such as bright sunlight coming from the window
may make other regions appear too dark. In this case, sup-
pressing contrast between bright regions and dark regions
improves overall comprehensibility.

In this paper, we introduce salient lighting to empha-
size salient regions by varying the illumination contrast
range based on the computed saliency of the surface point.
The observations of Cavanagh [20] suggest that we are in-
sensitive to the global inconsistencies of illumination if the
local lighting is consistent. The mesh saliency approach de-
scribed in [21] can vary rapidly across an object. Applying
that idea directly in a salient lighting approach may cause
distracting lighting inconsistencies. To avoid this problem,
we use a smoothed version of mesh saliency. We have also
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experimented with a new saliency-computation method and
use it for salient lighting for molecular visualization.

In molecular graphics, there are various tools for vi-
sualizing 3D protein models, including KiNG viewer [22],
Jmol, WebMol, Protein Workshop, and QuickPDB [23].
These tools enables us to explore and understand 3D struc-
tures of proteins in various forms such as CPK, ball and
stick, ribbons, and molecular surfaces. Also they provide
useful options such as interactive controls, depth cues, and
shadings for better understanding of 3D structures. Our
method proposed in this paper complements to these tools
since it estimates and highlights salient regions that might be
important for understanding the functions and structures of
the proteins. These salient regions are automatically found
by detecting geometrically unique features that attract the
human visual attention. Moreover, our method can em-
phasize user-defined salient regions in case users have their
own definition of importance. In this case, our illumination
method can be directly applied to the user-defined saliency
without computing the saliency.

2. Salient Lighting Overview

In this section we discuss emphasizing salient regions based
on their importance. This involves two steps. First, we de-
fine the regional importance, and second we determine how
to emphasize salient regions.

In this paper, we use the computational mesh saliency
approach as described in [21] as an estimate of the regional
importance. We will like to note that for some applications
where saliency is based on subjective semantics, it might
be more appropriate to acquire it through direct user input.
Research on lighting design has used interfaces to sketch
the desired rendering result directly on the 3D models [24]–
[26]. Recent techniques for drawing on the 3D meshes [27]–
[29] could also facilitate building a system for acquiring the
regional importance of 3D meshes through user interfaces.

There are many ways of emphasizing salient regions.
As we discussed in Sect. 1, one can improve the comprehen-
sibility by enhancing the contrast. We can apply this idea to
improve the visualization of salient regions by enhancing the
contrast in salient regions and suppressing it in non-salient
regions. We can manage the contrast level of the illumina-
tion by suitably modifying ambient, diffuse, and specular
lights, as well as material properties.

Another method for enhancing the contrast is to change
colors based on the saliency. Gooch et al. [30] have pro-
posed a non-photorealistic lighting model. They have used
warm to cool tones in color transition along the surface-
normal changes. This technique helps emphasize the depth
cue since we perceive the regions with cool colors to be re-
ceded and warm-colored regions to be advanced. We could
use this concept to accentuate salient regions in warm colors
and suppress non-salient regions in cool colors.

In this paper, we experiment with a simple approach to
show how we can emphasize salient regions by accentuating
or attenuating the illumination including ambient, diffuse,

and specular lights based on the computed saliency.

3. Normal-Based Salient Lighting

One of the interesting applications for salient lighting is
molecular graphics. We are interested in modeling and vi-
sualization of protein ion channels that regulate the flow of
ions into and out of the cells. The visualization of macro-
molecular surfaces is challenging since they have rough sur-
faces due to the spherical representation of atoms. As seen
in Fig. 1 (a), visualization of these surfaces under the tradi-
tional local illumination does not adequately reveal the over-
all structure of the molecule. Using the mesh saliency com-
puted by the center-surround mechanism with mean curva-
ture as in the previous section is also inadequate. For the E.
coli membrane channel in Fig. 2, the curvature-based mesh
saliency starts to show good results from the scale 8 Å and
picks the oblique clefts on the side as salient, but fails to de-
tect the central channel as salient. Figure 3 shows that the

Fig. 1 Rendering of E. coli membrane channel. Our saliency-guided ren-
dering clearly shows the central channel as well as the oblique clefts on the
side which are not readily apparent with traditional local illumination.

Fig. 2 Figures show the saliency maps on the E. coli membrane channel
at multiple scales σi. The size of the E. coli membrane channel is 54.59 Å
× 54.81 Å × 96.82 Å.

Fig. 3 Salient lighting on E. coli membrane channel based on the
saliency computed by applying a center-surround operator to the mean cur-
vature.
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salient lighting with the curvature-based saliency does not
reveal the central channel.

For the vertices of the molecular surface along the
walls of the central channel, the mean curvatures at small
and large scales are largely similar but the average normal
vectors are not. Therefore, the normal-based method is able
to better detect the central channel and the oblique clefts
on the side as salient. Thus, we apply the center-surround
mechanism to normal vectors instead of mean curvature to
saliently illuminate molecular surfaces. In this section, we
define the salient region as the region where the distribution
of its normal vectors are different from its surroundings.

To compute the difference between normal distribu-
tions, we fit planes to two point clouds of the neighborhood
at fine and large scales using Principal Component Analysis
(PCA) [31] and compute the angle between the normal vec-
tors of the two planes. Figure 4 illustrates this operator. Let
the normal mapM define a mapping from each vertex of a
mesh to its normal vector, i.e. let M(v) denote the normal
vector of the vertex v. Let V(M(v), σ) denote the normal
vector of the plane fitted to the points that are within a dis-
tance σ from v. We define the saliency of a vertex v at a
scale level i as Si(v):

Si(v) = |acos(V(M(v), σi) · V(M(v), 2σi))|
where, σi is the distance for generating neighboring

points at scale i. We have used hierarchical scales σi ∈
{2 Å, 4 Å, 8 Å} for this example, and the nonlinearly aggre-
gated mesh saliency S = ∑2

i=0 S (Si). We have also used the
saliency amplification operator A(S(v), α, λ) as described
in saliency-based simplification [21]. We use λ = 10 and
α = 60th percentile saliency. We use σ = 8 Å for blurring,
i.e. the final saliency map S f = A(G(S, 8 Å)).

We define a salient weight mapW as a weighting fac-
tor for emphasizing salient regions. Let smin and smax be
the minimum and the maximum values of the final saliency
map. We compute a salient weight W(v) at a vertex v by
mapping the final saliency value S f (v) into a range [a, b]:
W(v) = a + (S f (v) − smin)(b − a)/(smax − smin). For the
examples in this section, we use values a = 0 and b = 0.3.

In this section, we use a constant ambient light and em-
phasize salient regions by darkening them, i.e. we multiply
1−W to the diffuse and specular illumination for computing
salient illumination.

We have also used multi-resolution techniques for effi-
ciency. We simplified the molecular surface to 5%, 10%,

Fig. 4 Figure (a) shows the plane fitted to the neighboring points at a
fine scale and its normal vector, (b) shows the fitting plane and its normal
vectors at a coarse scale, and (c) shows the angle between the two normal
vectors.

and 20% of the initial number of triangles. We use Qs-
lim [32] for simplification and keep track of the edge con-
tractions so that we know each vertex in the original mesh is
contracted to which vertex in the simplified mesh. Then we
compute the saliency in the simplified mesh. The saliency
in the original mesh is computed by mapping the saliency of
contracted vertices to the saliency of original vertices.

4. Results

Table 1 shows the times for computing saliency of E. coli
membrane channel at different levels of detail, and Fig. 5
shows the saliency maps. It takes 2 hours 54 minutes 18
seconds for computing saliency of the original model with
234 K vertices at the scale 4 Å, while the simplified version
with 26 K vertices takes 37.23 seconds. This gives us a fac-
tor of more than 280 speed-up by using a low-resolution
mesh with barely any difference as seen in Fig. 5. Fig-
ure 6 (a) shows the original saliency without amplification,
(b) shows the amplified saliency, and (c) shows the salient
lighting with the saliency map shown in (b). As you can see,
the salient lighting can clearly illuminate the central channel
and the oblique clefts on the side while the traditional local
illumination cannot (Fig. 1 (a)).

Figure 7 shows the results of saliency-guided light-
ing on several molecular structures. Figure 7 (a) shows a
saliency-guided lighting on Ribonuclease A (5rsa). The

Table 1 Run times for computing saliency of E. coli membrane channel.

Time for each scale (sec)
#Verts 2 Å 4 Å 8 Å

13K 2.00 10.34 49.67
26K 6.54 37.23 206.06
51K 24.51 146.61 929.71

Fig. 5 Figures show the saliency maps on the E. coli membrane channel
at multiple levels of detail.

Fig. 6 Salient lighting on E. coli membrane channel based on the
saliency computed by applying a center-surround operator to the normal
vectors.
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Fig. 7 Salient lighting on various models: (a) Ribonuclease A (5RSA). The size is 35.80 Å × 46.29 Å
× 33.36 Å (b) Ribonuclease inhibitor (2BNH). The size is 61.35 Å × 66.45 Å × 60.76 Å (c) Exosomes
(2NN6). The size is 116.26 Å × 111.72 Å × 113.85 Å (d) Antibody Hulysll Fv (1BVL). The size is
76.07 Å × 64.59 Å × 57.70 Å (e) Pepsin (5PEP). The size is 44.59 Å × 48.84 Å × 62.07 Å

middle image illuminates the groove in the top center area,
where the RNA chain fits and is attacked by a collection
of acidic and basic amino acids [23]. The Ribonuclease in-
hibitor (2BNH) shown in (b) is a receptor to the Ribonucle-
ase A. The salient lighting on Ribonuclease inhibitor em-
phasizes its docking site as shown in the middle image.
The image (c) shows the result on Exosomes (2NN6). The
saliency-guided lighting in the middle image elucidates the
central holes of Exosomes. Antibody Hulysll Fv (1BVL)
shown in (d) is a receptor to the Lysozyme. The saliency-
guided lighting illuminates the docking site of Antibody
Hulysll Fv to the Lysozyme. Pepsin (5PEP) shown in (e)
is the first one in a series of enzymes that digest proteins in
the stomach. The groove highlighted in the middle image
is the deep active site that binds protein chains and breaks
them into smaller pieces [23].

5. Conclusion

In this paper, we have proposed a saliency-guided modifi-
cation of the lighting pipeline to emphasize salient regions.
Our approach varies the illumination of a vertex based on
its saliency. Salient regions are emphasized with a salient
light which is darker or brighter than the lighting on non-
salient regions. We have also extended the model of mesh

saliency [21] for emphasizing salient regions with saliency-
guided illumination. We have used center-surround oper-
ators with PCA-analyzed normal vectors for dealing with
bumpy surfaces in molecular graphics. Our salient lighting
can illustrate global geometric structures such as the central
channel and the side oblique clefts in the E. coli membrane
channel.
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