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1 Abstract

Dynamic graphs are graphs that represent networks that have a time-varying
component. A great deal of processes in the world can be modeled as such graphs
but cannot be modeled as their static counterparts. This paper discusses the
approaches that have been proposed in the literature to visualize these dynamic
graphs and the applications which they have been used for. This paper intends
to provide an overview of the variety of visualization techniques that have been
applied and the special considerations for time-varying data that have been
identified.

2 Background

Many aspects of the world can be modeled as objects with relationships to each
other, from individuals in a social network, a biological network of the human
body, or pieces of a software system communicating and exchanging data. There
has been a great deal of research on how to visualize such relationships as graphs,
however the vast majority of the literature focuses on static graphs only. These
fail to capture the dynamic relationships in a rarely static world and there
has been steadily growing interest in visualizing these relationships as dynamic
graphs.

When considering graphs as dynamic rather than static a host of new chal-
lenges appear for visualization. Making sense of time-varying data is often more
complicated than simply displaying each time step of the graph and there have
been many different approaches attempting to identify the best form of visu-
alization. The first major distinction in these visualization approaches is how
time is represented. There are two major ways that the time component has
been represented so far, through animation or through use of a timeline [4, 5],
though there have also been some hybrid combinations of the two. The an-
imation method is a time-to-time mapping of the sequence of graphs to the
visualization time steps and the timeline method maps the time dimension to a
spatial dimension [6].

Within each of those types of time representations there are further divides
in the types of approaches taken. This paper discusses different types of dy-
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namic graph visualizations that have been investigated, the unique challenges
for dynamic graphs, and the applications that have used them thus far.

3 Animated Dynamic Graphs

So far all approaches that use animation to represent time use a node-link
diagram as a basis. These node-link diagrams are the traditional way many
static graphs are visualized, but there are several variations in how time is
visualized and several new concepts that come into play. One important concept
is that of the mental map. This is the structural information a user generates
by looking at the layout of a graph. In order to aid in user-understanding when
changes are made to the graph the position of the nodes should be kept stable.

In general, the animated approaches have a large visualization of the node-
link graph that removes and adds nodes and edges at each time step, and the
user is free to navigate to different time points in the animation.

In order to preserve the time at which certain nodes appeared, some visual-
izations have used a color scale in which nodes and edges that appear earlier on
in the graph are at one end of the scale and nodes and edges that appear closer
to the end are at the other end. This allows for the graph to grow over time
but still preserve a sense of how old different nodes are. This approach was only
applied on a subject where nodes and edges were never removed so preserving
the notion of a former connection was not needed [3].

Figure 1: The visualization technique proposed by [3] displays a large node-link
diagram that updates at each new time step and uses color to indicate the age
of nodes and connections.
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Some approaches have indicated the age of a node or edge using a fade
out effect, where older edges and nodes are painted at lower intensities. In
addition, for visual comparisons users can set a color for all edges or nodes from
a specific time point and anchor that so that it can be easily compared against
multiple points in time. In applications where there are multiple types of edges,
these colors can be used to highlight a type of edge and a time point for easy
comparison against other types of edges at that same time point or a different
time[2].

Figure 2: One of the visualization technique proposed by [2], TempoVis uses a
fading effect to indicate the age of nodes and connections and also allows for
colors to be used to indicate other attributes of the edges and nodes.

These scale-based ways of indicating the age of a node or edge must take into
account the total length of time covered by the data set and so can generally
only be applied to offline graphs. An exception can be made in cases where
the application allows for some cut-off time at which nodes and edges that have
been connected since before the cut-off can disappear or have the same color or
intensity on the scale.

Often, in animated dynamic graphs there will be a small timeline which is
primarily used as navigation for the user-interface. Since some of these navi-
gational timelines contain some type of overview of the graph at each timestep
it could be argued that these approaches are a hybrid visualization method,
although the primary visualization is the animated node-link diagram[2].

Within animated dynamic graphs there has been work on both online [30, 9,
26] and offline graphs [16, 25, 22]. The difference between the two is whether the
graph is created in real time or if preprocessing can be done on the entire graph
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evolution. There are a number of unique challenges in the online case, one of
the biggest ones is the initial layout of the graph. Since it is widely considered
best to have little to no movement of nodes from one time frame to another
the initial layout of the graph is generally best determined by considering all
future edges and nodes. In the online case all future edges and nodes are not
known so there has been special consideration for how to best determine the
initial positioning of the graph[26].

One of the biggest problems with node-layout graphs is the same as in their
static graph counterparts. In terms of scalability it can very quickly become
impossible to identify fine details in the graph as more edges and nodes are
added.

4 Timelines

The other representation of time that has been explored is the timeline represen-
tation, and there has been both node-link diagram approaches and matrix-based
approaches within this representation. This has primarily been done with small
datasets since scaling to larger datasets often makes a timeline graph unread-
able.

Within the node-based representation there have been several approaches
to displaying sequential graphs on a timeline including juxtaposition, super-
imposition, integrating, and hybrid methods. Juxtaposing has been done by
juxtaposing entire graphs next to each other or by aligning individual nodes
by their previous and future time step so that as the timeline progresses the
changes in the node are more apparent [4, 14].

One approach for timelines is to use a circular structure. Juxtaposition
has been used in circular timelines by representing the graph as a series of
concentric circles, where each circle contains all the nodes of the graphs, and
there are connections between pairs of concentric circles to represent the edges
between the nodes at a particular time step[14].

Figure 3: Timeline representation styles using juxtaposition from [14], from
displaying node-based graphs in sequence, to a timeline representation that
aligns nodes along a single line to represent each time step, to a circular timeline
layout.
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Figure 4: A superimposition timeline representation style from [20], where each
time frame is a layer and transparency is used to see past time frames.

In superimposition graphs from different time steps can be stacked on top
of each other[20, 7, 1]. In superimposition there have been several approaches
to describe the temporal nature of the nodes and edges in one aggregate image.
Some approaches choose specific colors to indicate that a node or edge has
persisted across multiple time steps and uses colors to indicate which time steps
it came from in a similar approach to the color scales mentioned in the animated
approaches[20].

In integration approaches the timeline is often combined with the node-
link diagram so that the diagrams for the individual time steps are no longer
separable[33, 37]. The integration approaches tend to divide up the original
network and combined pieces of it to highlight certain aspects of the network,
and can offer different visualizations based on what aspect of the graph is being
examined. These often use glyphs to represent the underlying data to avoid
clutter and focus on the aspect of the data that the user is interested in.

Some strategies have taken a hybrid approach between juxtaposition, super-
imposition, and integration. Some layer the graphs on top of each other so that,
when viewed from the side, the graph at one time step can be directly compared
with the graph at the next, or they can be viewed from above where the entire
stack of graphs can be seen merged together by adding some transparency to the
layered graphs[7, 27]. A similar approach to this added connection between the
same nodes in different graph time steps, creating long tube-like structures. The
graph design also allowed for two additional temporal attributes, symbolized by
a color gradient along each tube and increases or decreases of the radius of the
tube at various time points[1]. Other hybrid methods include multiple views
where users can choose to view the superimposed graph, juxtaposed graphs,
or a two-and-a-half dimension representation that is a combination of the two
and allows for easier tracking of changes in a node across the juxtaposed time
steps[21].

One hybrid technique used a node-based layout with a timeline in the third
dimension. This converted the nodes into long cylindrical objects in the z-
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direction that grew and shrunk to show changes in that node. In a variant
the cylinders were converted into ”worms” where the cylinders would bend to-
wards and away from other nodes to indicated hos closely the two nodes were
related[17].

Figure 5: The hybrid model proposed by [1] in which tubes connect each super-
imposed graph and variations in width and color indicate various attributes.

Figure 6: A hybrid model proposed by [21], where a two-and-a-half dimension
representation allows the user to see multiple full graphs while tracking a point
of interest.

Some of these strategies have user options that allow for controlling how
simplified the edges and nodes of the graph are. These can range from very
simplified, where edges and nodes are combined and visualizing the big picture
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is the key goal, to no simplification at all so a user can inspect the fine details
of the graph on a single node level.

Within the adjacency matrix-based representations the visualizations include
intra-cell timelines [12, 40] and layered matrices [11, 38], the primary difference
between the two being whether the adjacency matrix has the timelines within
each cell or whether the adjacency matrices are juxtaposed.

Figure 7: An intra-cell timeline visualization approach proposed by [12] where
each cell has a timeline representing the events that happened to that particular
cell.

Figure 8: A layered matrix approach used by [11], where each cell is displayed
as a slice of a circle and the time element is indicated by the number of steps
from the center of the slice.
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Matrix-based approaches attempt to overcome the scalability issue that is often
associated with node-based approaches. They can represent large and dense
networks although they may not preserve spatial relationships intrinsic to node-
based designs[40]. In some approaches, cells of these matrices can be expanded
to show the changes over time of the cell. Some can show the changes over
multiple cells, given a user selection. These types of matrix-based explorations
have been applied in both traditional square, grid-like matrices as well as in
circular matrices[11, 40, 38]. In circular representations steps in the timeline
have have been shown using concentric circles, similar to circular approaches
using juxtaposition in the node-link timeline approaches.

5 Hybrids

Most dynamic graph visualizations can be classified as either timeline-based
or animation-based, however there are a few that use hybrid combinations
of animations and timelines. Such approaches include embedding small ani-
mated graphs into a larger timeline and allowing the user to navigate to these
animations[36, 35]. Some of the previous approaches described use a timeline
as the navigation tool to explore the animated node-link graph, but the visual-
ization itself is still primarily the node-link animation.

6 Additional Considerations

When considering the illustration of graphs using the time dimension there are
often many additional considerations that do not arise in their static counter-
parts or that are not as considerable issues. One such effect was the contagion
effect studied in [39]. In graph visualization often nodes can be collapsed to
remove clutter. When one node collapses its neighbors are collapsed as well
and this can lead to a chain-reaction in the visualization. The effects of the
chain-reaction are usually clear on static graphs, but in time-varying graphs it
is difficult to identify all the across-time effects of the node collapse.

When considering a dynamic graph compared to a static graph, several new
concepts emerge. One of these is the concept of alignment. When considering a
node at one time point compared to another, in order for the user to understand
it more quickly the locations of the nodes should remain consistent. This ties
in with the concept of the mental map. This is the user’s mental interpretation
of the graph and, in practice, it is easiest for a user to understand a graph
if their mental map is preserved from one time step to another. Changing a
node’s position can cause discrepancies between the user’s mental map and the
dynamic graph. Often this does force the use of some foresight when choosing
where to place nodes on the graph and this can be a problem in online graphs.
There have been multiple approaches to try and solve the node-layout problem
in such a way that decreases clutter and preserves the mental map as much as
possible[4, 9].
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7 Applications

Dynamic graph visualization has been used so far primarily in a few topics.
It has been used for the exploration of social data in social networking and
other online communities [31, 8, 32, 2], visualizing changes and relationships
between documents [19, 3, 23], and visualizing changes in software and program
executions [18, 24, 15]. While the previously mentioned areas are the major
applications for visualizing dynamic graphs there has been some work starting
in biological, psychological, and business areas [34, 28, 10, 13, 29, 39, 17].

In business areas, specifically around the topic of financial networks, there
has been work to address some of the specific issues that arise from time-varying
graph visualizations[39, 17]. In academia there has been exploration in using dy-
namic graphs to visualize the changing contents of document collections, specif-
ically the published academic papers in a certain field. These can show trends,
emerging sub-topics, and can provide a broad summary from multiple docu-
ments at once[3]. In other related work, visualization of academic literature has
been used to add authors into the dynamic graph, showing collaborations and
interactions between different research specialties[19].

For biological purposes, dynamic graphs have been used to visualize a num-
ber of areas. They have been used to aid in understanding areas of interest
for a user in eye-tracking studies[13] and for gaining insight in models of chem-
ical reaction networks and metabolic pathways[28, 34]. Dynamic graphs have
also been frequently used to map changes to software during development. The
graphs in these cases can show which parts of the program are unstable over
long periods of time, which programmers are responsible for which parts over
what time periods, and to understand the overall evolution of a large piece of
software[15]. Beyond the development of software, dynamic graphs have also
been used to visualize the activities of a running piece of software. Understand-
ing the way the software works can be easier when there are visualizations for
system activities such as when certain parts of a system start up, begin to com-
municate, or stop communicating[18]. These types of visualizations have also
been extended to detect anomalies in large network systems[29].

8 Conclusion

Dynamic graphs are a crucial tool in understanding time-varying networks.
They will be able to provide intuitive understanding of complex processes and
allow the users that interact with them to make natural inferences about those
complex processes. Interest in the area has been growing and many useful vi-
sualization approaches have come from it. As research continues there will be
more techniques to visualize and gain insight from datasets and our ability to
work with and understand complex processes will drastically increase.
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