
Syllabus (Content)
Official name of the course:

Elementary Theory of Computation
THEME: In CMSC 351, and other courses, you wanted to solve problems fast. This is all well
and good! But how to you show that you can’t solve it fast? Or that it requires a lot of space?
This course looks at models of computation that allow us to show lower bounds on how well
we can solve a problem.

1. Regular Languages: DFA’s, NFA’s, Regular expressions, pumping lemma, applications to
decidability. GREAT IDEA: A simple model of computation that is surprisingly powerful.
(3 weeks)

2. P and NP: Turing Machines, Cook-Levin Theorem (SAT is NP-complete). Reductions.
Some Complexity Theory. Ways to prove that a problem probably does not have a fast
exact solution. Ways around NP-completeness. Classes above NP! Ways to prove that
a problem is probably not even in NP! GREAT IDEA: Being able to prove that some
problems DO NOT have fast algorithms. (4 weeks)

3. The power of randomness: Comm Complexity, Poly Identity testing, Interactive proof
systems, GREAT IDEA: Randomness is a surprisingly powerful computational aid. (1
weeks)

4. Decidable and enumerable Languages: Turing Machines and the HALTING problem.
Ways to show that some problems are undecidable! WS1S is decidable! Mention of
Hilbert’s 10th problem and Godel’s theorem. GREAT IDEA: There are some problems
that cannot be solved AT ALL. (4 week)
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