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**Intent**

\[
x_{ij} = \begin{cases} 
T & \text{if numb } i \text{ maps to vertex } j \\
F & \text{if numb } i \text{ does not map to vertex } j 
\end{cases}
\]
The formula is in diff parts to guarantee diff things.
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