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STUDENTS WORK IN GROUPS

## Protocol in $\frac{n}{2}+O(1)$ bits

1. $\mathrm{A}: a_{0} \cdots a_{n-1}, \mathrm{~B}: b_{0} \cdots b_{n-1}, \mathrm{C}: c_{0} \cdots c_{n-1}$.
2. A says: $b_{n-1} \oplus c_{0}, b_{n-2} \oplus c_{1}, \cdots, b_{n / 2} \oplus c_{n / 2-1}$.
3. Bob knows $c_{i}$ 's so he now knows $b_{n / 2}, \ldots, b_{n-1}$.
4. Carol knows $b_{i}$ 's so she now knows $c_{0}, \ldots, c_{n / 2-1}$.
5. Carol knows $a_{0}, \ldots, a_{n / 2-1}, b_{0}, \ldots, b_{n / 2-1}, c_{0}, \ldots, c_{n / 2-1}$. Hence she can compute $a_{n / 2-1} \cdots a_{0}+b_{n / 2-1} \cdots b_{0}+c_{n / 2-1} \cdots c_{0}$.
View this as an ( $n / 2$ )-bit string $s$ and a carry bit $z$.
6. $s=1^{n / 2}$ : Carol says (MAYBE,z). Otherwise: Carol says NO.
7. Bob knows $a_{n / 2}, \ldots, a_{n-1}, b_{n / 2}, \ldots, b_{n-1}, c_{n / 2}, \ldots, c_{n-1}$ and $z$ so he can compute $a+b+c$. If $=M$ then say YES, if not then say NO.
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$$
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$\operatorname{COL}(x+2 y)=\operatorname{COL}(x+2 y+\lambda)=\operatorname{COL}(x+2 y+2 \lambda)$ : a mono 3-AP (If $\lambda<0$ then $x+2 y+2 \lambda, x+2 y+\lambda, x+2 y$ is the $3-\mathrm{AP}$.
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$W\left(3, \frac{V \ln (V)}{|A|}\right) \geq V$.
In talk on $W(3, c)$ we sketched:
Thm There exists a 3-free subset of $[V]$ of size $\geq V^{1-\frac{1}{\sqrt{1 g V}}}$
We combine these two to get:
Thm Let $V \in \mathbb{N}$. Then there is a $V \frac{1}{\sqrt{g} V} \ln (V)$-coloring of $[V]$ with no mono 3-APs. Hence

$$
W\left(3, V^{\frac{1}{\sqrt{g V}}} \ln (V)\right) \geq V
$$

## Just Plug in $V=3 M$

Thm Let $V \in \mathbb{N}$. Then there is a $V^{\frac{1}{\sqrt{g V}}} \ln (V)$-coloring of $[V]$ with no mono 3-APs. Hence

$$
W\left(3, V^{\frac{1}{\sqrt{g V}}} \ln (V)\right) \geq V
$$

Hence $W\left(3,(3 M)^{\frac{1}{\sqrt{\operatorname{Ig} 3 M}}} \ln (3 M)\right) \geq 3 M$.
Hence $\left.\Gamma(M) \leq(3 M)^{\frac{1}{\sqrt{\text { I } 3 M}}} \ln (3 M)\right)$

Hence $\lg (\Gamma(M)) \leq \frac{1}{\sqrt{\lg 3 M}} \lg (3 M)+\lg (\ln (3 M))=O(\sqrt{\log (M)})$

$$
M=2^{n+1}-1 \sim 2^{n} \text { so } \lg (\Gamma(M)) \leq O(\sqrt{n})
$$

## Upper and Lower Bound on Protocol

- We showed our protocol uses $\leq 3 \lg (\Gamma(M)) \leq O(\sqrt{n})$.
- Known: lower bound of $\Omega(\lg (\Gamma(M))$.
- Original paper had lower bound of $\Omega(1)$ which is all they needed for their goal which was non-linear lower bounds on branching programs.
- Gasarch showed lower bound of $\Omega(\log \log n)$.
- $k$-player version of this game has also been studied.

