

1 Overview

In complexity theory, one often deals with large classes of time complexity, like $P$, the set of all polynomial time functions. However, in some applications, one may want to deal with more specific time complexity classes. In this section, we present the All Pairs Shortest Path problem. This problem is known to be able to be solved in cubic time. It has been shown to be equivalent to a number of other problems. None of these problems has a known solution in sub-cubic time (which we will define in this section). Therefore, we conjecture that APSP, and therefore many other problems, can not be solved in sub-cubic time. One may then use this assumption to demonstrate the hardness of other problems by reducing them to APSP.

2 All Pairs Shortest Path

Definition 1 (Graph Notation) A Graph is defined as a triple $(V, E, w)$, where $w: V \times E \rightarrow \mathbb{Z}$ is the weight function. $n = |V|$, and $m = |E|$.

Definition 2 (Shortest Path) Given a graph $G = (V, E, w)$, with weights in $\mathbb{N}$, if $x, y \in G$, then $\text{dist}_G(x, y)$ is the length of the shortest path between $x$ and $y$.

Definition 3 (All Pairs Shortest Path (APSP)) In a graph $G = (V, E, w)$, compute $\text{dist}_G(x, y)$ for all $x, y \in V$.

Note that for the purpose of finding the time complexity of algorithms in this section, we consider arithmetic operations to have unit cost.
There is a well-known algorithm due to Floyd and Warshall which runs in $O(n^3)$ time.

- for all $x \in V$, $y \in V$, $z \in V$, do
  - if $\text{dist}(y, z) > \text{dist}(x, y) + \text{dist}(x, z)$, then
    * $\text{dist}(y, z) \leftarrow \text{dist}(x, y) + \text{dist}(x, z)$

One can also use Dijkstra’s algorithm on each vertex, for the same worst case time complexity.

A natural question is if there is an algorithm for APSP which is better than cubic. The following are known:

- Due to Fredman [?], we have an algorithm that runs in $O(n^3 \frac{(\log \log n)^{1/3}}{\log n})$
- Due to Williams [?] we have an algorithm that runs in $O(n^3 \frac{1}{2 \Omega(\sqrt{\log n})})$
- Due to Zwick [?] we have a good approximation. For all $\epsilon > 0$, there exists a $(1 + \epsilon)$ approximation to APSP that runs in $O(n^{\omega \frac{\epsilon}{2}})$, where $\omega$ is the exponent of the best known matrix multiplication algorithm, which is currently 2.3728659.

None of the above algorithms, however, meet the following criteria:

**Definition 4 (subcubic time)** An algorithm runs in subcubic time if there exists $\epsilon > 0$ such that it runs in time $O(n^3 - \epsilon)$

Nobody has ever been able to find a subcubic algorithm for APSP.

### 3 APSS Hardness

**Conjecture 1** There is no subcubic time algorithm for APSP.

**Definition 5** If A and B are decision problems, then $A \leq_{sc} B$ means that if there is a subcubic time algorithm for B then there is a subcubic time algorithm for A. Typically, this is just a direct reduction of A to B.

**Definition 6** $A \equiv_{sc} B$ iff $A \leq_{sc} B$ and $B \leq_{sc} A$. We say that A and B are subcubic equivalent.

**Definition 7 (APSS-hard)**
- A is APSS-hard if $\text{APSS} \leq_{sc} A$
- A is APSS-complete if A is APSS-hard and $A \leq_{sc} \text{APSP}$

Because of the conjecture, we believe that problems which are APSP-hard have no subcubic algorithm.
4 Centrality Measures

There is a collection of measurements on graphs called *Centrality Measures*. These measurements have real world uses, like measuring properties of social or transportation networks. It is an important open problem to show that they are APSP-hard. However, this is an open problem. Instead, we will reduce some problems to some other problems.

**Definition 8** Let $G$ be a weighted directed graph. Let $v$ be a vertex in $G$. Let $\alpha_v = \max_{v'} \text{dist}(v, v')$.

**Definition 9 (Center and Radius of graph)** The center of a graph is the vertex with minimum $\alpha$. This value is the radius of the graph.

**Definition 10 (Diameter (DIAM))** The diameter of a graph $G$ is the maximum distance between any two vertices.

**Definition 11 (Median)** The median of a graph is $\min_x \sum_y \text{dist}(x, y)$

The following measurement will be helpful to determine how useful a vertex is to a shortest path in a graph.

**Definition 12 (Betweenness Centrality (BC))** $BC_{s,t}(x)$ is the fraction of shortest paths between $s$ and $t$ which pass through $x$.

**Definition 13** $BC(x) = \sum_{s,t} BC_{s,t}(x)$

**Definition 14 (Positive Betweenness Centrality)** $PBC(x) = I_s BC(x) > 0$?

**Definition 15 (Negative Triangle (NEGTRI))** Given a weighted directed graph $G = (V, E, w)$ with weights in $\{-M, ..., M\}$, is there a triangle with negative sum of weights?

5 Subcubic Equivalence

Clearly, all of the problems in the previous section are $\leq_{sc}$ APSP and therefore in $O(n^3)$. Can one make a subcubic algorithm?

**Theorem 1** $\text{RADIUS, MEDIAN, BC, and NEGTRI are all APSP-complete}$ [?].

There is good evidence for the following conjecture:

**Conjecture 2** $\text{DIAM is APSP-complete}$

Due to Abboud et al. [?] and Williams and Williams [?], we know that all of the problems mentioned in the above theorem are APSP-complete.
6 DIAM and PBC

Theorem 2 DIAM \leq_{sc} PBC

Given a graph G, create a new graph GD which is G \cup \{x\}, with an edge of weight \(D^2\) between x and each other vertex.

If the betweenness centrality of x is positive, then that means that D is smaller than the shortest path between some two points in G. If it is zero, then D is larger than the longest shortest path between some two points.

So, do I binary search on D to find the diameter of the graph.

Theorem 3 PBC \leq_{sc} DIAM

Given a graph G = (V,E) and x ∈ V create a new graph G′ = (V′,E′) with V′ = V \cup V_a \cup V_b. Let M be the largest weight, and let W = 3M|V| Let E′ = E∪ the following edges:

- For each v ∈ V − {x}, an edge (v_a,v,W − dist_G(v,x)) and (v,v_b,W − dist_G(x,v))
- For each v ∈ V, edges (v,v_a,0) and (v_b,v,0).

Note that we can compute all of the dists in subcubic time with Dijkstra’s algorithm.

Then, PBC(x) = 1 iff dist_G′(s_a,t_b) = 2W.

Theorem 4 NEGTRI \leq_{sc} RADIUS

Input a weighted directed graph G = (V,E < w) with weights in \{-M, ..., M\}. Let Q = 3M. Then, construct G′ weighted undirected for input into RADIUS.

- Let V′ = \{x\} \cup V_a \cup V_b \cup V_c \cup V_d four copies of V.
- Make an edge of weight 2Q + M between (x,v_a) for each v_a ∈ V_a.
- for each edge (u,v) ∈ E, put an edge of weight 2Q between (u,v_a,d).
- for each (u,v,w) ∈ E, put three edges in G′: (u_a,v_b,Q + w), (u_b,v_c,Q + w), (u_c,v_d,Q + w).

Now, if there is a negative triangle, then the radius will be 9M. If not, then the radius will be \geq 9M.

7 Connection to the Strong Exponential Time Hypothesis

The Strong Exponential Time Hypothesis (SETH) says that for any \(\delta < 1\), SAT can’t be solved in \(O(2^{\delta n})\) time.

Roditty and Williams [?] found a lower bound of the complexity of DIAMETER given SETH.
**Theorem 5**

- There is a probabilistic algorithm with expected runtime $O(m\sqrt{n})$ for a 1.5-approximation of DIAMETER.

- Assuming SETH, there is no $\epsilon$ such that there is an $O(m^{2-\epsilon})$ time 1.5-approximation algorithm for DIAMETER.

### 8 Open Problems

Here are some open problems in this area:

- Are DIAM and APSP subcubic equivalent?

- Is it possible to get a lower bound for approximating RADIUS and MEDIAN similar to the one for DIAMETER?

- Does there exist a sub-cubic time algorithm for APSP?

### 9 Extra Related Problems

- Bringmann, Gawrychowski, Mozes, and Weimann [?] show the APSP-hardness of the problem of tree-edit distance. Tree edit distance is the problem of given two trees, how many changes must be made to get from one tree to the other in the shortest way?

- Boroujeni, Dehghani, Ehsani, HajiAghayi, and Seddighin showed that Radius, Median, and Betweeness Centrality are all subcubic-equivalent.

- Boroujeni et. al. Also showed that Reach Centrality is subcubic equivalent to Diameter.

- Chan and Williams [?] found an algorithm for APSP in deterministic $n^3/2O^{(EQUATION)}$ time, matching the previous known randomized algorithm.

- Bringmann, Kunnenmann, Wegrzycki found an efficient algorithm for approximating APSP [?]. They designed an approximation scheme which runs in $O(n\omega/\text{polylog}(n/\epsilon))$
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