
Algorithmic Lower Bounds - Assignment 3

Professor: Mohammad T. Hajiaghayi

Problem 1. Feige (via PCP) proved unless NP ⊆ DTIME(nlog logn), there is no approxi-
mation algorithm for set cover with approximation factor within (1 − ε) lnn for any ε > 0.
Now consider the problem of maximum coverage, in which the input is the same as set
cover (with all sets having cost 1) and an additional integer k and the goal is to find k sets
with maximum size union. Via a gap-preserving reduction from set cover prove that unless
NP ⊆ DTIME(nlog logn), there is no approximation algorithm for maximum coverage with
an approximation factor within (1− 1/e− ε) for any ε > 0.

Solution. We will show that maximum coverage problem even with unit cost cannot be
approximated within

(
1− 1

e
− ε

)
unless, NP ⊆ DTIME(nloglogn). To prove we use Feige

theorem mentioned in the statement of the problem. Consider a unit cost set-cover. Weight
of each element is one.
Say there is an algorithm A with an approximation factor α > 1− 1/e.
We guess the number of the sets in the optimal solution of set-cover. Let it be k. Since the
number of sets in the optimal solution is k, it is possible to cover all the elements using at
most k sets.

New algorithm for the set-cover:

• Run A with limit L = k. It will cover at least α n elements.

• Choose sets for this cover C of αn elements.

• Remove C and elements which are covered.

• Iterate by running A in the reduced set.

Analysis: Let ni denote the number of the uncovered elements at the start of the ith

iteration. Since, A covers at least αni at iteration ith we have ni+1 ≤ ni(1− α).
Suppose we iterate L+ 1 times for nL ≥ 1

1 ≤ nL ≤ nL−1(1− α) ≤ nL−2(1− α)2 ≤ · · · ≤ n(1− α)L

Therefore,

L ≤ ln n

ln
(

1
1−α

)
kL ≤ k

ln n

ln
(

1
1−α

)
= opt

ln n

ln
(

1
1−α

)
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If α > 1 − 1
e

then, 1
1−α > e therefore, ln 1

1−α > 1. This is contradiction to the Feige
theorem.
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Problem 2. Prove there is a parameterized reduction from dominating set to set cover.

Solution.
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Problem 3. Connected dominating set is a dominating set which induces a connected graph
on vertices in the dominating set.

(a) Prove there is a parameterized reduction from dominating set to connected dominating
set.

(b) Prove connected dominating set is in W [2] by creating an instance of Weighted Circuit
Satisfiability with weft two for it.

(c) Prove that connected dominating set is W [2]-complete.

Solution. (a)
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(c) Since dominating set is W [2]-complete (as mentioned in the class), Part (a) proves
connected dominating set is W [2]-hard. Part (b) proves that indeed connected dom-
inating set is in W [2]. Thus by the definition of completeness, connected dominating
set is W [2]-complete.
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Problem 4. In the strongly connected Steiner subgraph problem, the input is a directed
graph G, a set K ⊆ V (G) of terminals, and an integer l; the goal is to find a strongly-
connected subgraph of G with at most l vertices that contains every vertex of K. Prove
that strongly connected Steiner subgraph is W [1]-hard by a parameterized reduction from
multi-colored clique.

Solution.
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Problem 5. Tree-diam(k), for k ≥ 3, is the problem of deciding whether the diameter of an
input graph G which is a tree is at least k. Prove that any single-pass streaming algorithm
for Tree-diam(k) needs at least Ω(n) memory. 1

Solution.

1Hint: For this problem read notes for streaming algorithms and their lower bounds in advance of the
class.
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BILL’S WRITEUP WITH QUESTIONS
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Assume, by way of contradiction, that there is a streaming algorithm for Tree-diam(k)
with o(n) memory.

QUESTION ONE I first thought that for each k you could have a different algorithm.
From what you say later it seems as though you need to have the algorithm stream and store
the same thing in memory whether k = 1 or k = 2 or · · · or k = n.

Recall the communication complexity problem INDEX(x, i): Alice has x, a string of n
bits, Bob has i ∈ {1, . . . , n}, Alice sends a message to Bob, and Bob then knows xi. It is
known that INDEX(x, i) requires ≥ n bits of communication.

We show that if there is an o(n) streaming algorithm for Tree-diam(k) then there is an
o(n) commnication protocol for INDEX(x, i).

1. Alice gets x ∈ {0, 1}n. Bob gets i ∈ {1, . . . , n}

2. If x = 0n then Alice sends 0. If x = 1n then Alice sends 1. (In all later steps we will
assume x /∈ {0n, 1n}.)

3. Alice (who is all powerful) finds the longest string of 0’s in x (if there is a tie take the
one that appears earliers in x). Let the string be xj, xj+1, . . . , xj+`−1 Note that j, ` are
of length lg n (Alice will later tell them to Bob which is fine since they are very short).

QUESTION TWO You have Alice find (`, j) by streaming x. This seems unneeded
since Alice is all powerful.

4. Alice creates the graph G = (V,E) as follows.

(a) V = {0, . . . , n}. We think of 0 as a dummy vertex and, for 1 ≤ j ≤ n, j is
associated to xj.

(b) For all 1 ≤ j ≤ n if xj = 0 then put in edge (j − 1, j), else put in edge (0, j).

5. Alice runs the Tree-diam streaming algorithm on G and notes the string y of length
o(n) which is in the memory at the end. Note that from y (1) one can find if the tree
diam is 1, 2,. . ., n, and hence can find the Tree-diam, and (2) one can add edges and
vertices to the graph and find the Tree-diam of the new graph.

6. Alice gives Bob (`, j, y). This is of length o(n).

7. If i ∈ {j, j + 1, . . . , j + `− 1} then Bob nows xi = 0.

8. If i = j − 1 or j = j + ` then xi = 1.

9. Bob uses y to compute the tree-diam of G. Let it be d. Note that the longest path in
G is formed by the edges arising from the largest and second largest sequences of 0’s
in x. Lets see how long that is. We know the longest sequence is of length `. Lets say
it starts at xj. So xj = 0 and xj−1 = 1.

Then we have the following edges

(0, j − 1), (j − 1, j), . . ., (j + `− 2, j + `− 1). (`+ 1 edges)
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Lets say the second largest sequence of 0’s is of length `′ and begins with xj′ . Then we
have the following edges:

(0, j′ − 1), (j′ − 1, j′), . . ., (j′ + `′ − 2, j′ + `′ − 1). (`′ + 1 edges)

If you put these together you get a path with `+ `′ + 2 edges.

So the diameter is d = `+ `′ + 2.

QUESTION THREE You have the diamter as `+ `′.

Since Bob knows d and ` he can compute `′ = d− `− 2.

10. Recall that Bob wants to know xi. Bob uses the y and the streaming algorithm to
find the diameter of the graph G′ which is G with a chain of length `′ +X starting at
vertex i.

QUESTION You have `′ − 1. I think `′ + 1 is correct. Read on and I will explain.

11. Case 1 xi = 0. Then there is an edge from i− 1 to i. Go back until you get to a 1, so
you will have edges

(0, k) (k, k + 1), . . . (i, c1), . . ., (c`′+X−1, c`′+X).

NOT GOING TO BOTHER, IT WORKS OUT.

and then a chain of length `′ + 1. There is also an edge from 0 to j and then a chain
of length `. Hence there is a path of length
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