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Overview

(using PGD attacks) is one of the best

dversarial training
defenses and wins nearly all defense competitions. But it's
slow, taking 5-50X longer than regular training. This makes
it nearly intractable for large problems like ImageNet.

computer in just a day!

We present a method that adversarially trains with no added
cost beyond regular training. Our “free” method gets

comparable results to adversarial training on CIFAR,
and can adversarially train ImageNet on a desktop

Adversarial examples
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Adversarial Training

K Algorithm: K-PGD

Input: Training samples X, perturbation bound €',
step-size €, , PGD iterations K, learning-rate T
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fork =1 ...

n=1...Ndo

inibatch B C X do
ild X,qy forall x € B with PGD:
r «— U(—e¢,c€)

K do

8adv < Vxl(xadw Y ‘9)

X, < Clip(x,; + €, -sign(g, ), x — €,x + €)
end for

update @ with SGD:
8o < [E(x,y)EB[ V@ l(xadw Y 8)]

Backprop
K times

Backprop 1 time

Adversarial Training for Free!
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Ilgorithm: Free-m

Input: Training samples X, perturbation bound € ,

learning-rate T, replay m

o« 0
forepoch =1 ... N/m do

for minibatchB C X do
fori=1...mdo
Update @ with SGD:
8o < Eyyesl Vo I[(x+0,y,0)]
8adv < Vxl(x 59 Y, 9)
0 — 0—1g,
Use grads calculated at min step for updating §
0 < clip(é6 +€-sign(g,s,), — €, +€)

Backprop just
1 time!
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Results: Free vs K-PGD Free-m nhas interpretable grads
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