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Twitter users see content mostly from the other users they select to follow. Networks of connected
users on Twitter define the set of content to which each user is exposed. We developed a Selective
Exposure Cluster (SEC) method to study these connected networks and their discussion patterns in
Twitter. To illustrate the SEC method, we collected networks of connections among users who talked
about a shared topic: the U.S. President’s State of the Union speech in 2012. Cluster analysis was
applied to identify subgroups of users who were densely interconnected. These users followed users
from their own cluster more than they connected to users in other clusters. In each cluster, the primary
distributors of information—the hub users—were identified, along with the hashtags, hyperlinks, and
top-mentioned usernames in the content of the messages. Each of these indicators was labeled in
terms of its political orientation. An analysis of the resulting patterns of selective exposure suggests
that users participate in fragmented interactions and form divided groups in which people tune in
to a narrow segment of the wider range of politically oriented information sources. We discuss the
strengths and weaknesses of the proposed Selective Exposure Cluster method.

Selective exposure describes individuals’ selection of information that matches their beliefs, via
interpersonal communication and news consumption (McPherson, Smith-Lovin, & Cook, 2001;
Gergen, 2008). The rich literature about this phenomenon is grounded primarily in surveys, leav-
ing a deficiency in a high external validity approach to data collection. We propose a network
analysis of large social media data method which detects actual, rather than reported, patterns
individuals’ exposure to peers and information sources.

We apply social network analysis methods to detect patterns of selective exposure in polit-
ical discussions in Twitter. We first collect topic-specific Twitter data and map the network of

Correspondence should be addressed to Itai Himelboim, Department of Telecommunications, Grady College of
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D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 O

f 
M

ar
yl

an
d]

 a
t 0

8:
21

 0
7 

Ju
ly

 2
01

4 



196 I. HIMELBOIM ET AL.

users who participated in a discussion and the connections among them that are created by
follow, mention, and reply relationships. We then extract several measurements as indicators
of selective exposure. First, clusters—subgroups of interconnected users—are identified, using
the Clauset-Newman-Moore algorithm. A modularity measurement is calculated to determine
the extent to which these clusters are socially bounded, creating a structure of information
silos where selective exposure can take place. Second, hubs are identified using in-degree
centrality as a measurement of users’ exposure to other users. We looked for ideological simi-
larities among hubs in each cluster, which we interpreted as an indication of selective exposure.
Third, the frequency of hyperlinks, @usernames, and #hashtags in content posted by users in
each cluster is calculated. When two clusters within the same discussion have different fre-
quently used hyperlinks, @usernames, and #hashtags, we interpret this as an indication of
selective exposure. By measuring these types of self-similarity across network clusters we can
show that users often selectively expose themselves by mostly following like-minded others on
Twitter.

We used the free and open source NodeXL tool (Hansen, Shneiderman, & Smith, 2011), which
allows users to collect social media network data that can be used to measure the selective expo-
sure of users to one another’s messages. NodeXL was adapted to measure selective exposure; this
paper proposes ways to use the tool for this purpose, integrating network analysis and automated
analysis of use of hashtags and hyperlinks. The approach requires the use of human content
coders only to identify the political orientation of the most frequently mentioned hashtags and
hyperlinks contributed in each discussion group. In the Methods section, we provide step-by-
step instructions for implementing this method with a sample data set collected from users who
tweeted about President Obama’s 2012 State of the Union address. We report findings that illus-
trate the polarization of the populations in these discussions. We show that these groups have
limited interconnection and make use of divergent content and resources in their discussion of a
common topic.

This method makes a novel contribution to the study of selective exposure by quantifying
the boundaries of social groups and measuring their similarity to one another. To implement
this method, we collected a large log of data about user activity in Twitter. Logs offer some
advantages over more commonly used methods such as surveys, experiments, and interviews.
Surveys are a widely used tool for examining selective exposure (Chaffee, Saphir, Graf, Sandvig,
& Hahn, 2001; Stroud, 2008), along with experiments (Knobloch-Westerwick, 2012) and inter-
views (Stromer-Galley, 2003). These methods are all based on self reports and are subject
to a variety of limitations, including bias and recall (Babbie, 2012). Our method overcomes
many of these potential drawbacks, capturing high fidelity details of social connections and
shared content. Our approach uses network clusters as the primary unit of analysis, where
the political orientation of the collections of individual users and hubs are used to describe
each cluster. When examining selective exposure via surveys, in contrast, the individual is the
unit of analysis. Therefore, individual-focused methods are limited in terms of their ability
to capture data about indirect exposure to information (i.e., friend of a friend). Capturing the
social boundaries of exposure to information allows us to evaluate each participant’s poten-
tial for exposure beyond one’s network cluster of directly connected social contacts. This is
particularly significant on Twitter, where users often pass along others’ content by repeating
(“retweeting”) it.
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TWEETING APART 197

SELECTIVE EXPOSURE TO POLITICAL DISCOURSE

Exposure to cross-ideological opinions is considered to be socially beneficial, a perspective
that can be traced to Mill (1956), Arendt (1968), Calhoun (1988), and Habermas (1989).
Exposure to a range of opinions can help correct errors, encourage the consideration of alter-
native viewpoints, and expand public discourse to include a wider range of participants in the
public sphere. The emergence of the Internet as a popular technology for conversations and
information exchange first led to enthusiastic expectations regarding its democratic potential
(Rheingold, 1993; Corrado & Firestone, 1996; Hauben & Hauben, 1997). Specifically, Shapiro
(1999) expected the Internet to facilitate the distribution of information and perspectives that
overcome traditional gatekeepers, such as major media outlets. McKenna and Bargh (2000) sug-
gested that online interactions could facilitate exposure to opinions beyond one’s immediate
interpersonal social networks.

While the Internet has great potential for cross-ideological exposure, it also allows users
to tune out individuals and information sources with whom they disagree (Gergen, 2008).
Individuals tend to form new social network connections primarily with others who are often sim-
ilar to them (McPherson et al., 2001), leading to fragmented interactions and divided groups that
are increasingly homogeneous (Van Alstyne & Brynjolfsson, 1996). Focusing on self-exposure to
information sources, Sunstein (2006) warned that the availability of a growing number of sources
leads to a narrowing of the scope of news and views to which people choose to expose themselves.
More recent examination of selective exposure behavior suggests that while people tend not to
actively expose themselves to individuals and information sources with whom they disagree,
neither will they actively avoid them (Holbert, Garrett, & Gleason, 2010; Garrett, Carnahan, &
Lynch, 2011; Parmelee & Bichard, 2012).

Several studies have found indications of selective exposure on online spaces. Krebs (2004)
examined sales of political books on Amazon.com and built a network analysis based on books
that were related through people who bought them together. He found that book buyers were
split into liberals and conservatives in terms of the books they consumed and recommended.
Similarly, Adamic and Glance (2005) found political bloggers preferred sending hyperlinks to
blogs with similar political orientations and to news sources with like-minded opinions. A study
by Hargittai, Gallo, and Kane (2008) found similar patterns of selective exposure. Robertson,
Vatrapu, and Medina (2009) found that users who posted links on Barack Obama, Hillary Clinton,
and John McCain’s Facebook walls linked primarily to websites that supported that candidate.
Examining the political interaction on Twitter around major topics of the 2010 midterm elec-
tions, Himelboim, McCreery, and Smith (2011) found that users preferred following, mentioning,
and replying to users with similar political views. Examining Korean politicians’ use of Twitter,
Choi, Park, and Park (2011) found that users preferred posting hyperlinks to sites associated with
politicians within the same party.

In contrast, other studies provide evidence of cross-ideological exposure in discussion forums.
McGeough (2010) found cross-ideological exposure in conversations on Amazon website forums.
Kelly, Fisher, and Smith (2006) found indications that individuals often preferred discussing con-
troversial political issues with users with whom they disagreed. Wojcieszak and Mutz (2009)
surveyed participation in chat-rooms and message boards. They found that political discussions
which took place in explicitly defined political spaces demonstrated low levels of exposure to
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198 I. HIMELBOIM ET AL.

crosscutting political views while, in contrast, political discussions that took place in space
dedicated to leisure and nonpolitical topics (e.g., hobbies) did exhibit cross-ideological exchange
of opinions.

Detecting Selective Exposure: Current Methodological Approaches

In our review of existing studies of selective exposure we found surveys to be a popular
methodological approach (e.g., see Chaffee et al., 2001; Stroud, 2008). Surveys, based on large
probability samples, are high in external validity and have long been the only way to learn
about patterns of selective exposure in large populations. Such studies often ask respondents
to report their attitudes, political or otherwise, and their patterns of media consumption (e.g.,
Gil de Zúñiga, Correa, & Valenzuela, 2012; Hwang, 2010). When examining selective expo-
sure, however, surveys have several drawbacks in terms of their validity. Surveys rely heavily
on respondents’ recall and their subjective perceptions. Studies indicate that these drawbacks
undermine the authenticity of survey responses as a behavioral record (Eysenbach, 2008; Han
et al., 2010). Furthermore, users are often motivated when seeking information when the matter
is urgent or timely. This is not the case when users are asked to report about past information
seeking. This results in less accurate recollection of past behavior. This phenomenon is com-
monly criticized as a lack of ecological validity (Han, 2008). To conclude, surveys inform us
about the media sources that individuals recall and choose to report, not necessarily where they
actually sought information.

Another limitation of surveys is their focus on direct exposure. Internet users often forward
information from others, highlighting the importance of second and third degree information
exposure. This phenomenon is difficult to capture via surveys since people usually do not know
where their friends seek information.

Experiments are another common methodology used to examine specific conditions under
which selective exposure occurs (e.g., Warner, 2010; Knobloch-Westerwick & Meng, 2011).
Experiments, as discussed in the methodological literature at length (Durrheim, 2007; Rubin,
Palmgreen, & Sypher, 1994; Babbie, 2012), have some advantages over surveys, including bet-
ter causality inferences, better control of participants’ exposure to stimuli, and, more broadly,
higher internal validity. Using an experiment, however, a researcher is forced to limit the
options of exposure, as the number of experimental stimuli is limited. This results in a low
external validity, as, in reality, individuals can be exposed to a wider array of information
sources. Another threat to external validity is the small sample that experiments often rely on
(Durrheim).

Interviews (e.g., Stromer-Galley, 2003) can also be applied to the study of selective exposure
and may offer better internal validity but their external validity is also very limited.

Our network analysis method addresses many of the limitations of these standard approaches
to selective exposure. It can be applied to large social media data sets, providing researchers with
the opportunity to address issues of external and internal validity. Furthermore, for experiments
and surveys, an individual is the unit of analysis, limiting the examination of exposure to direct
exposure. In contrast, a network analysis approach addresses indirect exposure as well as direct
exposure.
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TWEETING APART 199

APPLYING NETWORK ANALYSIS TO THE STUDY OF SELECTIVE EXPOSURE

Social network research is concerned with the consequences of different patterns and types
of social ties on attitudes, beliefs, and behavior (Wasserman & Faust, 1999). In social media,
users form social networks by forming a list of other users with whom they share a connection.
On Twitter, users form relationships when they “follow” one another. One user follows another
user by subscribing to their posted content; this content will then appear in the first user’s Twitter
feed. Users can also form relationships by replying to another user’s posted message or mention-
ing a fellow user in a message by using their user name. These connections are also indications
that one user has been exposed to another user’s content. In aggregate, these connection activities
create social networks (Hansen et al., 2011). Understanding the emergent patterns of social inter-
actions on Twitter can inform our understanding of selective exposure in several ways, including
documenting the form of clusters and the roles of key participants who act as hubs in the network.
On Twitter, users often interact with different individuals about different topics. These networks
may then vary depending on the topic. First, therefore, we explore the topical boundaries of these
networks.

Topic Networks and Content Bounded User-Interactions

Twitter users use the service in a number of ways and discuss a variety of topics. Users often
use the same Twitter account to exchange information and opinions about a wide variety of top-
ics. In order to investigate selective exposure in a particular domain of inquiry, a subnetwork of
Twitter activity is extracted. A topic network, therefore, is defined as the connections among a
subgroup of users who posted about a specific topic, specifically a set of keywords, hashtags, or
hyperlinks within a given time period. A topic network is therefore the contextual boundary of
Twitter activity.

Clusters and the Boundaries of Personal-Exposure

Given the opportunity to interact freely, social actors often create subgroups in which connections
internal to the group are more numerous than connections outside that subgroup (Granovetter,
1973; Watts & Strogatz, 1998). Theoretical work in social and other networks has involved con-
siderable effort in describing the network patterns that characterize subgroups (Wasserman &
Faust, 1999). A cluster is the concept used by network literature referring to a subgroup in a
network in which nodes are more connected to one another than to nodes outside that subgroup
(Carrington, Scott, & Wasserman, 2005). Clusters are also the mathematically identified sub-
groups in networks revealing the community structures found in many connected populations
(Newman, 2004).

Researchers have deployed an array of metaphors to describe the idea of subgroups of indi-
viduals who selectively expose themselves to politically like-minded others and their information
sources. A few examples include “enclave” (Sunstein, 2006), “filter bubbles” (Pariser, 2011),
“gated communities” (Turow, 1997), “sphericules” (Gitlin, 1998), “monadic clusters” (Gergen,
2008), and “cyber-balkans” (van Alstyne & Brynjolfsson, 1996). Sunstein’s term “enclave” is
also a helpful metaphor here as it describes the result of filtering news selection based on politi-
cal opinions (see also Warner, 2010). Most relevant to this study, however, are “echo chambers,”
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200 I. HIMELBOIM ET AL.

a term that Garrett (2009) uses to describe political fragmentation and social polarization result-
ing from selective exposure to news sources that reinforce one’s political opinions. These “echo
chambers” take the form of network clusters, a term that will be used hereafter.

Network analysis of social media data hold another advantage over more traditional method-
ologies for examining selective exposure: It captures indirect exposure. Selective exposure
has been traditionally examined in terms of direct exposure to individuals and news sources.
Individuals, primarily via social media, are often exposed to information sources indirectly, as
users share website hyperlinks and pass content to others (e.g., retweeting). Indirect exposure is
therefore an inherent part of selective exposure. Using a cluster as a unit of analysis allows for
the examination of both direct and indirect exposure. Within a cluster, some users are exposed
directly to a news media organization, for example, by following it. Others may be exposed to that
information source indirectly by following others who follow that source. Similarity of content
and information sources within a cluster, as indicated in the research questions discussed next,
is not only an indication of direct selective exposure, as many of the users within a cluster are
directly connected to one another, but also indirect exposure, as users in a cluster are indirectly
connected to those whom they do not follow directly.

Network analysis also allows us to identify exposure to the few very popular information
sources (i.e., hubs) and exposure among all users. This allows us to compare very popular hubs
and regular users. Network analysis provides us with measurements for the relative importance
of individual participants as well as algorithms for creating clusters or groups of participants, as
detailed in the Methods section. Hub users in a given cluster have the highest level of exposure to
other users in that subgroup, and therefore similarities of hubs in clusters can be an indicator of
selective exposure. For example, if hubs in one cluster are primarily liberal and in another cluster,
primarily conservative, that would be an indication of selective exposure.

The study of selective exposure using network analysis of social media data, like other method-
ologies, is not free of limitations. Studying selective exposure, researchers are often limited to
patterns of exposure to information sources within one social media space. Triangulation of
data from different social media spaces may reveal similarities in patterns of selective exposure.
However, as individuals often select different usernames across a large number of social media
platforms, it remains difficult to capture the complete activity of any given user. A clear advan-
tage of surveys is that the methodology is based on direct interaction with individuals, so one
can simply ask about the complete media diet of respondents. Reliability can also be a challenge
for the proposed method. Patterns of selective exposure of a group of users in a given point of
time may or may not repeat beyond the window of time in which it was collected. To overcome
this potential drawback, we propose capturing and analyzing data from several points of time.
Similarities in selective exposure across several datasets can provide convergent validity. Based
on the conceptual and methodological discussion above, we now turn to the research questions.

RESEARCH QUESTIONS

Social Media Clusters

We define clusters in network theoretical terms, using one of a small set of algorithms that group
and separate nodes based on their levels of interconnection. Measuring the size, content, and level
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TWEETING APART 201

of interconnection of these clusters can highlight the extent of selective exposure and provide
empirical measures. Social media users are not required to form clusters and groups when using
these tools, but, as discussed earlier, often these clusters are formed from network processes.
These clusters may be separated from one another or primarily overlap; we discuss measures of
division among clusters in the Method section. In order to examine selective exposure on Twitter,
the first research question is:

RQ1: Do users form distinct clusters when contributing to a given topic on Twitter?

Twitter Hubs

User-interactions via online spaces form a skewed distribution of connections among users, where
a few users attract a large and disproportionate number of social ties (Huberman, Romero, & Wu,
2009; Raban & Rabin, 2007). More broadly, this phenomenon is known as a power-law distri-
bution of links among nodes (Newman, 2001). On Twitter, a small number of users called hubs
are likely to attract a large number of followers, mentions, and replies. In contrast, many users
are exposed only to a small number of other users. The formation of social network clusters
on Twitter indicates that users form emergent groups of connected users who mutually expose
themselves to one another’s content. Similarities of the political leaning of hub users in a given
cluster, as discussed earlier, can be an indicator of selective exposure in a discussion about a
specific issue. Heterogeneity of hubs’ political orientation in clusters, in contrast, will be an indi-
cation of a lack of selective exposure to political content. The second overarching question is
therefore:

RQ2: Do hubs in a cluster have a consistent ideological standpoint?

Hashtags, Hyperlinks, and Top Mentioned Usernames and Selective Exposure

Another indication of selective exposure is the content that all users in a given cluster posted.
Since tweets are limited to 140 characters, many users post hyperlinks and hashtags in their
messages. The websites users select to post hyperlinks to in their tweets can also be used as an
indicator of personal exposure. As discussed, clusters define the exposure boundaries of Twitter
users. Users within a cluster are primarily exposed to content from other users within the same
cluster. An indication of selective exposure is the similarity in the website hyperlinks used in
tweets from people in a given cluster. Therefore, the next overarching research question is:

RQ3: Do the hashtags, hyperlinks, and top mentioned usernames used in a cluster clearly identify
with one side of a controversial issue?

METHOD

This section details our method for examining selective exposure on Twitter. It provides step-
by-step guidelines for executing the proposed method. Each step ends with a concrete example
relevant to our case study, that is, the selective exposure in discussion on Twitter about the State
of the Union Address from the President of the United States.
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202 I. HIMELBOIM ET AL.

The free and open source NodeXL can be downloaded from http://nodexl.codeplex.com (see
documentation in Hansen et al., 2011). NodeXL supports the exploration of social media with
import features that extract network data from a range of data sources such as personal email col-
lections on the desktop, Twitter, Flickr, YouTube, Facebook, Wikipedia, and hyperlinks. NodeXL
can import other sources of data through UCINet, Pajek, text, CSV, spreadsheets, or GraphML
files.

Next we first provide step-by-step instructions for Twitter topic-network data collection. The
Selective Exposure Cluster method, detailed next, identifies major clusters (step 1) and their hubs
(step 2), the most frequently posted hyperlinks (step 3), and hashtags and mentioned usernames
(step 4) in the messages exchanged. Last, we suggest a few steps for visualizing the data (step 5).

Data Collection – Topic Networks

First, one or more keywords or hashtags are selected that should capture the topical discussion of
interest. For example, we used the search terms “SOTU” OR “State of the Union” to capture the
conversation about the State of the Union speech. First, open a new NodeXL template workbook.
In the NodeXL menu ribbon, in the “Data” menu, select “Import” and then “From Twitter Search
Network.” See Figure 1a.

Most Twitter content is publically available, which allows researchers to collect and analyze it
(content defined by users as “private” is not publically available). NodeXL users can select which
of the types of relationships between Twitter users they are interested in identifying: mentions,
replies, and follows. The Tweet option allows users to capture tweets that were not associated
with mentions or replies, and thereby increase the volume of messages in the data collection.
Users may also limit the number of users from whom NodeXL will collect data. We recommend
selecting the option to add a tweet column, so the content of messages will be captured as well.
The “expand URL in Tweets” option is important, as many users post short versions of hyperlinks
(e.g., bit.ly). When selected, NodeXL will convert these hyperlinks into their ultimate form.

The first time Twitter data are collected using NodeXL on a particular computer, it is necessary
to authenticate NodeXL with Twitter by selecting the second option (“I have a Twitter account,
but I have not yet authorized NodeXL to use my account to import Twitter networks. Take me
to Twitter’s authorization Web page.”) from the “Twitter Account” section of the Search Import
dialog box. This will take users to the Twitter website where users should approve the connection
between Twitter and NodeXL by copying the numeric code Twitter provides. Paste this number
in the newly opened NodeXL dialog box. After this process is performed it does not need to be
repeated. Subsequent uses can click the third option (“I have a Twitter account, and I have autho-
rized NodeXL to use my account to import Twitter Networks.”). Data collection may take some
time, even several hours (NodeXL does not indicate the time remaining for data downloading).
When data appear in the Excel worksheets, data collection is completed. The workbook can now
be saved to create an archive of the collection of tweets and the collections of connections among
the participants. Twitter allows access only to recent data, up to a month or so, where the maxi-
mum number of users varies from 1,200 to 1,500 most recent users. Unfortunately, at this point,
we cannot search past Twitter activity. Collecting data about a specific topic in different points of
time will produce different data sets.

Two of the NodeXL worksheets are named “Edges” and “Vertices.” The Edges worksheet
contains the relationships among Twitter users who posted about the topic. For instance, the user
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TWEETING APART 203

FIGURE 1 Data collection and layout in NodeXL: (a) Importing Twitter
Data; (b) Layout of data – Relationships; (c) Layout of data – Users (color
figure available online).
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204 I. HIMELBOIM ET AL.

@_carriep followed the user @cdnnow. If the edge is a reply, mention, or just a plain tweet,
the full content of the Tweet appears in the Tweet column of the Edges worksheet in NodeXL.
Information about the date and time of the edge’s creation are included.

The Vertices worksheet in NodeXL provides information about each Twitter user whose mes-
sage appears in the data set. This worksheet displays the self-description, activity statistics, and
the hyperlink to their Twitter account. This worksheet also displays any network analysis metrics
that are calculated about individuals in the graph (Figures 1b and 1c).

Illustration: A Case Study

We analyzed collections of messages that appeared on Twitter related to a selected topic. In order
to capture these Twitter messages, we collected data by searching for selected keywords and
hashtags using the NodeXL tool. In this study we used the terms “State of the Union” and
“SOTU,” a frequently used acronym for the presidential address. The Boolean string “State of
the Union” OR “SOTU” was used to capture users who tweeted about either or both of these
keywords. These queries resulted in a data set containing messages from roughly 1,000 users
who tweeted a message containing these keywords in a time period close to the time of the query.
The data included the content of the users’ self-descriptions and the statistics Twitter maintains
about their activity like the number of tweets, the time each user joined Twitter, the users’ num-
ber of followers, and related information. We processed this data to generate information about
the ways these users connected to one another through follow, mention, and reply relationships.
A “follow” is created when one user adds another user to their list of people whose tweets should
be displayed. A “reply” or “mention” connection is created when a user creates a message that
contains the user name of another user. Replies are messages in which the user name appears in
the very beginning of a Tweet, while in a mention the username appears anywhere else in the
message. We collected data for the three days subsequent to the address, January 26–28, 2012, in
order to capture the conversations triggered by the speech. This resulted in three Twitter network
data sets that contain snapshots of the connections among people who mentioned the State of the
Union on Twitter.

Selective Exposure Cluster Method

The proposed Selective Exposure Cluster (SEC) method captures selective exposure social net-
works measures. We explain how to calculate relevant network measurements using NodeXL
next, followed by guidelines for their interpretation. In the NodeXL ribbon, find the Analysis
section. Open the Groups drop down menu and select Group by Cluster. Select the Clauset-
Newman-Moore clustering algorithm. Also check the “Put all neighborless vertices into one
group” box. See Step 2, below, for an explanation of this clustering option. Click OK.

Network and content attributes can provide indicators of selective exposure in a topic space.
The size and level of connection between clusters, the self-descriptions of hub and top mentioned
users in each cluster, and the domain names and hashtags frequently used within each cluster can
be contrasted.

To generate network metrics, select the Graph Metrics option from the Analysis section and
select the following metrics for calculation:
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TWEETING APART 205

Overall graph metrics: calculates statistics about the entire network, including Modularity, a
measure of the quality of the algorithmically defined clusters. The values for these calculated
metrics appear in the Overall Metrics worksheet.

Vertex In-Degree: we identify a hub based on the number of users who followed, mentioned,
and replied to them. This measure captures this social activity, indicating how prominent each
user is in terms of the exposure to users’ posted content. Measures of each user’s network
properties are displayed in the Vertices worksheet.

Group metrics: calculates a range of cluster-specific measurements, including the number of
users and relationships in each cluster. This information is used to identify the top clusters. These
results appear in the Groups worksheet.

Twitter search network top items: this calculates the most frequently used hashtags, hyperlinks,
and mentioned usernames in the tweets in the dataset. Results will appear in the Twitter Search
Ntwrk Top Items worksheet (Ntwrk is an abbreviation of Network). Next, selective exposure is
measured via measurements for clusters, hubs, hyperlinks, hashtags, and most mentioned users.
We propose five steps for the analysis. We provide links to both the raw and the analyzed datasets
(in graphs 4–6) and we encourage the readers to follow these steps with the dataset (downloaded
via the hyperlinks) as an exercise (Figures 2a and 2b).

Selective Exposure Cluster Method, Step 1: Clusters

Identifying clusters is a required first step, because each of the following selective exposure
indicators are identified and evaluated within their respective clusters. We identified clusters
of relatively more connected groups of users in the topic-networks using the Clauset-Newman-
Moore algorithm (Clauset, Newman, & Moore, 2004), which is included in the NodeXL software.
We selected this algorithm for its ability to analyze large network data sets and efficiently find
subgroups. Two other options are available: the Girvan-Newman and Wakita-Tsurumi algorithms.
Both are slower for the analysis of such large data sets.

We use Newman’s (2004) measurement of modularity to measure the quality of the divisions
imposed on the network. Modularity measures the extent to which the divisions among clusters
is a good one, in the sense that there are many links within clusters and only a few between.
Modularity values range between zero and one. The higher the modularity value, the more distinct
or separate the clusters are; that is, the clusters are less connected to one another. However, beyond
a modularity value of .6, networks show little or no increase in the division of clusters. Newman
therefore suggests 0.6 as a threshold for detecting meaningfully distinct clusters. More recent
work by Wang (2012) compared modularity measures across different clustering algorithms and
found .4 to be a sufficient threshold for accepting the results of a clustering algorithm. Wang
showed that sensitivity to divisions among clusters reaches a plateau for values higher than .4.
For the purpose of this study, we suggest .6 as a threshold for high modularity fitness and .4 as
a medium level. In other words, a modularity value smaller than .4 is considered low separation
among clusters, between .4 and .6 we consider medium, and .6 and above is high. In a study of
selective exposure, a more divided (high modularity) network indicates more selective exposure:
users within a cluster are more exposed to one another and less exposed to content from users
outside that cluster.

Clustering algorithms often divide a network into a few major clusters and several small ones.
We ranked clusters by the number of users assigned to each. This creates a “Scree Plot,” where a
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FIGURE 2 (a) Cluster analysis; (b) Network analysis (color figure
available online).
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TWEETING APART 207

few clusters contain most of the users in the network. These clusters accounted for the majority
of connected users and relationships, as detailed in the Findings section.

Selective Exposure Cluster Method, Step 2: Hubs

Through a process of preferential attachment, a few individuals in a network often attract a large
and disproportionate number of connections from other users (Newman, 2001). Mathematical
models of network growth describe a process of preferential attachment by which the likelihood
of the addition of a new connection to a node is dependent on the number of connections it
already has (Newman, 2001). This is a variation of the “rich get richer” model (sometimes called
the Matthew Effect in sociology), which reflects the reality in many Twitter communities, that
is, a small number of users, called hubs, have a much larger than average number of connec-
tions. On Twitter, preferential attachment means that very few users have many more followers,
mentions, and replies than most other users. These hub users are often the core of the cluster in
which they are located. Because of the skewed distribution of connections, hub users are likely to
capture a significant fraction of the attention of other users in a cluster. We identified the curve in
the distribution of connections in each cluster.

Illustration: A Case Study

We collected tweets about the State of the Union data, and the resulting networks were analyzed
following the steps described. We identified clusters and modularity values for the whole network
and calculated in-degree for each participant in the data set. A user’s in-degree measures the
number of follows, mentions, and replies that user attracted in the network. We ranked users by
their in-degree metric in descending order and selected the five users who had the highest in-
degree. These top five users were selected by the number of their connections with other users.
Selecting top users in each cluster, rather than in the entire network, allowed us to identify hubs
in clusters without regard to the size of hubs in other clusters, thus finding the local leaders in
each cluster. In some cases there are fewer than five hub users in a cluster, for example in the
cluster surrounding President Obama’s Twitter account, we only selected the Obama account as
a hub, as all other users attracted very small number of followers.

We assigned a political orientation to each hub, labeling each as conservative, liberal,
neutral, or unclear. We based this categorization on political orientation statements in hubs’ self-
description text, including posted hyperlinks. The political orientation of each hub was coded by
both the first author and another coder (Scott’s Pi = .97).

Selective Exposure Cluster Method, Step 3: Hyperlink Analysis

Users in all clusters often posted messages containing hyperlinks to external resources on the
web. The political orientation of these resources is another indicator of the general orientation of
the users in that cluster. NodeXL captures the hyperlinks used in tweets created by users in each
cluster. The tool analyzes the hyperlinks by counting mentions of both complete web addresses
and mentions of the pared-down domain name. NodeXL reports the frequency of mentions of
each domain for the network as a whole and for each cluster. In our analysis of State of the Union
related tweets, we classified each domain name (e.g., a newspaper, cable TV show, a blog) based
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208 I. HIMELBOIM ET AL.

on its political orientation as conservative, liberal, neutral, or unclear. We classified hyperlinks
based on the content of the web page. All hubs were coded by the first author and another coder
(Scott’s Pi = .96), and the most used domains in each major cluster are reported.

Selective Exposure Cluster Method, Step 4: Analysis of Hashtags and Mentioned
Usernames

Messages from Twitter users often contain hashtags as well as the mention of other users by
their @username. The use of specific hashtags and the mention of specific users in the content of
tweets is another indication of the political orientation of the users in a cluster. In the State of the
Union data sets, we calculated the frequencies of the mention of users and hashtags and ranked
them in descending order. We identified the most frequently mentioned hashtags and users based
on frequency count, then classified each hashtag and each mentioned user based on their political
orientation as conservative, liberal, neutral, or unclear. We based our classification on the most
mentioned users’ self-description text, and we analyzed hyperlinks and hashtags based on their
content. The first author and another coder classified top mentioned users and hashtags (Scott’s
Pi = .94).

Selective Exposure Cluster Method, Step 5: Visualization

Mapping and visualizing the social network created by users and their exposure relationship on
Twitter is a helpful way to convey patterns of selective exposure. NodeXL allows for the visu-
alization and customization of network data. Click “Show Graph” either in the NodeXL ribbon
or on the Document Action window. The graph will appear and may look somewhat unorga-
nized. A few simple steps will help with laying out the data in a more meaningful way. In the
edges spreadsheet, click the “Relationships” drop menu and deselect the “Tweet” value. This
step removes “self-loops” from the graph. Open the Algorithm dropdown menu and select layout
options at the bottom. In the dialogue box, select the option “Lay out each of the graph’s groups in
its own box and sort the boxes by group size.” Click OK and then “Refresh Graph.” The new lay-
out highlights the clusters, making the links within and between clusters visible. If you would like
to add information that describes each cluster’s content (e.g., the most frequently used hashtags),
select the Groups spreadsheet. The column “Labels” allows you to add text for each cluster. Add
the text and click Refresh Graph. Many customization options are available on NodeXL, and we
encourage readers to explore them.

RESULTS

We built a data set containing a collection of tweets related to the 2012 State of the Union
Address. We collected the maximum amount of data the Twitter API (application program-
ming interface) allowed, which generated data sets ranging from 1,200 to 1,500 of the most
recent users who posted messages containing the given keyword or hashtag. The January 26 data
set included 1,244 users, 619 of them connected by 4,304 unique relationships (i.e., follows,
mentions, or replies). The January 27 data set included 1,309 users, 928 of them connected by
4,897 unique relationships. The January 28 data set included 1,276 users, 652 of them connected
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TWEETING APART 209

by 3,979 unique relationships. We mapped each data set based on the relationships among its
users and applied network analysis to identify clusters and hubs as discussed next.

Clusters

RQ1: Do users form distinct clusters when contributing to a given topic on Twitter?

We used the Clauset-Newman-Moore algorithm to analyze and cluster the networks into sub-
groups. In the January 26 network, we discovered two large clusters—one with 188 users linked
by 1,904 connections and the other with 175 users linked by 1,036 connections. These two major
clusters accounted for 58.6% of all connected users and 63.8% of all relationships in the network.
The modularity value for these clusters was .51, suggesting a moderate level of separation among
clusters.

The January 27 network revealed three major clusters—one with 312 users and 559 rela-
tionships, a second with 223 users and 1,888 relationships, and the third with 180 users and
1,059 relationships. These three major clusters accounted for 77.1% of all connected users and
71.6% of all unique relationships in the network. The modularity value was .45, suggesting a
moderate level of separation among clusters.

The January 28 network had two large clusters—one with 169 users connected by 1,680 rela-
tionships and the second with 103 users and 530 relationships. These two major clusters
accounted for 41.7% of all connected users and 55.5% of all unique relationships in the net-
work. The modularity value was .47, suggesting a moderate level of separation among clusters.
Another way to illustrate the separation among clusters is by comparing the percentage of connec-
tions within clusters to the percentage of connections between them (see Figure 3). In response
to research question one, measurements of modularity and inter-cluster links, then, indicate that
users form medium to high levels of cluster separation when contributing to a given topic on
Twitter.

Hubs

RQ2: Do hubs in a cluster have a consistent ideological standpoint?

To identify hub users, measures of each user’s connections and position in the network were
calculated. These measures include the number of relationships directed toward a user (i.e., its
in-degree centrality). We selected the top five hubs for each cluster.

Findings indicate that primarily grassroots conservatively leaning hubs, such as bloggers and
pundits (e.g., @Jjauthor who “Takes a stand for conservatism, patriotism & optimism”), appeared
together in clusters in all data sets (January 26, 27, and 28), creating clusters with a consistent con-
servative ideological standpoint. In the January 26 and 27 data sets, liberally leaning hubs were
institutional in nature (e.g., @OFA_N, Obama for America in North Carolina; @EricBoehlert of
the progressive Media Matters). These hubs appeared in clusters together with news media (e.g.,
@Postpolitics of the Washington Post), creating clusters of liberal institutions and news media
information sources. The January 28 data set produced one cluster, which included conservative
grassroots hubs, similar to conservative clusters in earlier data sets. In the second cluster, hubs
were grassroots liberal bloggers (e.g., @defocus, who describes herself as “Political junkie on the
left”), unlike earlier clusters that mixed institutional liberal sources and news media. The January
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FIGURE 3 Inter-cluster and intra-cluster Twitter relationships (in per-
centages). Bar chart of the percentage of links within each of the major
clusters and links that cross cluster boundaries. Percentages are based on
the total number of links that started in each cluster that appeared within
the main clusters and across them. Colors are assigned to illustrate the
political orientation of hubs in each cluster (red for conservative, light
blue for mix of traditional media and liberal hubs, dark blue for the Obama
cluster in 1/27, and green for relationships that crossed cluster boundaries)
(color figure available online).

27 data set was the only network that formed a third cluster surrounding President Obama’s
Twitter account. The President’s account was the only hub in that cluster. Table 1 details all hubs
in clusters.

NodeXL also allows researchers to visualize their networks. Figure 4 maps users who tweeted
about the State of the Union and their relationships (follow, mention, and replies) in the
January 26 data set. This social network illustrates the two major clusters that were formed,
the interconnectedness within each cluster, and the scarcity of cross-cluster communication.
Figure 5 shows a three-cluster network, the conservative cluster (top-right), the liberal/news
cluster (bottom-left), and the Obama cluster (top-left). This visualization illustrates not only the
separation of clusters, but also the more frequent connection between the Obama cluster and the
liberal/news cluster than between any other two clusters. Figure 6 shows the January 26 data set,
with two major clusters. Readers can find links to the raw and analyzed NodeXL datasets next to
each of the figures. The links to the analyzed data sets also provide images in color and higher
resolution.

Hashtags, Hyperlinks, and Mentioned Usernames Analysis

RQ3: Do the hashtags, hyperlinks, and top mentioned usernames used in a cluster clearly identify
with one side of a controversial issue?
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TWEETING APART 211

TABLE 1
Hubs by Cluster

Date Cluster Twitter User Brief Description

1–26 Cluster 1 @Jjauthor “Takes a stand for conservatism, patriotism & optimism”
@stevenertelt “Founder of LifeNews.com, the prolife news service”
@Dbargen “Conservative; libertarian leaning”
@Katyinindy “Cogito, ergo sum conservative”
@atlasshrugs “Obama’s War on America and Stop the Islamization of America.”

Cluster 2 @Postpolitics Washington Post
@Thelastword MSNBC news commentator Lawrence O’Donnell
@OFA_FL Obama for America in Florida
@OFA_NC Obama for America in North Carolina
@johnfmoore “Founder and CEO of @GovInTheLab, trying to bridge the divide

between citizens, politicians, and municipal employees. Politics,
open government, human rights.”

1–27 Cluster 1 @BarackObama President Obama
Cluster 2 @Heritage A conservative think tank

@JonahNRO Jonah Goldberg editor, columnist and the author of “Liberal Fascism,”
@coutpost Conservative Outpost a conservative blog,
@amandacarpenter Amanda Carpenter a conservative blogger, author, and commentator.
@mastadonarmy Mastadon Army “. . . put the best candidate in the GOP seat.”

Cluster 3 @markknoller CBS News White House Correspondent Mark Knoller
@EricBoehlert Eric Boehlert, a Senior Fellow at the progressive Media Matters for

America watchdog
@NorahODonnell Norah O’Donnell, CBS News Chief White House correspondent

NO’Donnell
@WHLive The White House Live account
@CollegeDems College Democrats

1–28 Cluster 1 @jjauthor Janie Johnson, “standing for conservatism”
@exposeliberals Expose Liberals, a “Fiscally conservative, socially conservative /

libertarian”
@coutpost Conservative Outpost, a conservative blog.
@obama_games Big Guns, “. . . our government is out of control with all this wasteful

spending,”
@IndyEnigm Marty Smith, stands for “Conservative principles” and “Libertarian

ideals”
Cluster 2 @defocus Bonnie Lesley, a “Political junkie on the left”

@LeftsideAnnie A “godless liberal”
@sunshineejc Wishes to make sense of “Globalization’s effect on domestic economy”
@A_ThinkingGirl “Liberal perspective, occupy the vote. Obama2012”
@UnshackleUS Captain Clarion, “pragmatic progressive”

∗All quotations are from users’ self descriptions.

In the January 26 data set, we identified two major clusters and ranked the hyperlinks mentioned
in each by frequency of mention. In a cluster containing conservative hubs, the most frequently
mentioned domain names primarily linked to article-sharing and search sites (typepad.com
with 10 uses; google.com with 8; youtube.com with 7). The conservative ronpaul2012.com
appeared in 9 tweets and blogspot.com in 6. The most mentioned users were @barackobama
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212 I. HIMELBOIM ET AL.

FIGURE 4 The State of the Union social network, January 26, 2012.
Twitter users are represented by their profile image. Their relationships
are represented by arrows. This graph illustrates the two major clusters
that emerged: at the top-left the cluster where hubs indicate a conservative
leaning and in the bottom-left, the cluster where hubs associate themselves
with traditional media or liberal opinions.
We made the datasets public via the NodeXL Graph Gallery. Follow the
“Download the Graph Data as a NodeXL Workbook” link at the bottom
of the page. We recommend saving the file in a folder, before opening
it. The raw data set can be downloaded from http://nodexlgraphgallery.
org/Pages/Graph.aspx?graphID=2820
The analyzed data set can be downloaded from http://nodexlgraphgallery.
org/Pages/Graph.aspx?graphID=2819
To open a file, go to the Data section in the NodeXL menu and open
the Import dropdown menu. Select “From NodeXL Workbook Created
on Another Computer” and browse to the location of the file you just
downloaded from the NodeXL Graph Gallery (color figure available
online).

(11), @realdonaldtrump (7), @ronpaul (7), and @blacksheeprpt (7). The most frequently used
hashtags were #tcot (“Top Conservatives on Twitter”; 42 uses), #teaparty (14), #cnndebate (9),
#gop (8), #p2, (“Progressives 2.0” – A liberal hashtag; 7), #gop2012 (7), and #RonPaul (7).

A second major cluster containing hubs associated with traditional media and liberal-leaning
users also included more generic article-sharing and search websites (youtube.com, twitter.com
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TWEETING APART 213

FIGURE 5 The State of the Union social network, January 27, 2012.
Twitter users are represented by their profile image. Their relationships
are represented by arrows. This graph illustrates the three major clusters
that emerged: at the top-left the cluster with the twitter user account for
President Barak Obama is the dominant hub; hubs with a conservative
leaning are in the cluster in the top-right; in the bottom-left cluster the
hubs associate themselves with traditional media or liberal opinions.
We made the datasets public via the NodeXL Graph Gallery. Follow the
“Download the Graph Data as a NodeXL Workbook” link at the bottom
of the page. We recommend saving the file in a folder, before opening it.
The raw data set can be downloaded from http://nodexlgraphgallery.
org/Pages/Graph.aspx?graphID=2818
The analyzed data set can be downloaded from http://www.
nodexlgraphgallery.org/Pages/Graph.aspx?graphID=2782
To open a file, go to the Data section in the NodeXL menu and open
the Import dropdown menu. Select “From NodeXL Workbook Created
on Another Computer” and browse to the location of the file you just
downloaded from the NodeXL Graph Gallery (color figure available
online).

and google.com, with 11, 9, and 5 uses), as well as liberal-leaning sites (barackobama.com with
13 uses), mainstream media (time.com, 5), and huffingtonpost.com (4). The top mentioned users
were @barackobama (10), @samyoungman (the account for Sam Youngman, a political cam-
paign correspondent for Reuters; 7), @yougottavote (self-described as progressive; 5), @anny-
bush (self-described as “Former Republican turned Die-Hard Liberal”; 4), and @ richardwolffedc
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214 I. HIMELBOIM ET AL.

FIGURE 6 The State of the Union social network, January 28, 2012.
Twitter users are represented by their profile image. Their relationships
are represented by arrows. This graph illustrates the two major clusters
that emerged: at the top-left the cluster when hubs indicate a conservative
leaning and in the cluster and in the bottom-left, when hubs associate
themselves with liberal opinions. We made the datasets public via the
NodeXL Graph Gallery. Follow the “Download the Graph Data as a
NodeXL Workbook” link at the bottom of the page. We recommend
saving the file in a folder, before opening it.
The raw data set can be downloaded from http://nodexlgraphgallery.
org/Pages/Graph.aspx?graphID=2817
The analyzed data set can be downloaded from http://www.
nodexlgraphgallery.org/Pages/Graph.aspx?graphID=2808
To open a file, go to the Data section in the NodeXL menu and open
the Import dropdown menu. Select “From NodeXL Workbook Created
on Another Computer” and browse to the location of the file you just
downloaded from the NodeXL Graph Gallery (color figure available
online).

(the account for Richard Wolffe, an MSNBC political news analyst; 4). The most frequently used
hashtags were #cnndebate (10), #Obama2012 (8), #OWS (6), #CNNdebate (6), and #tcot (6).

In the January 27 data set, we identified three major clusters and ranked the hyperlinks men-
tioned in each by frequency of mention. In one cluster, which included the Twitter account for
President Obama along with other news and liberal political hubs, the most frequently mentioned
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domain names were ijm.org (international justice mission) with 30 hyperlinks, barackobama.com
(26 references), youtube.com (20) and mediabistro.com (a links-sharing site; 11). The conserva-
tive nationalreview.com and the newspaper nytimes.com had 4 references each. In this cluster the
most mentioned users were @barackobama (76 mentions), @ijmhq (international justice mission
headquarters; 25 mentions), @ijmcampaigns (25 mentions), and @iswanthehill (the account for
Ian Swanson, the Associate Editor for the Washington Journal; 15 mentions). Less commonly
mentioned was the conservative representative @ericboehlert (7 mentions). The most used
hashtags were #endslavery, a nonprofit organization that raises awareness about human traffick-
ing issues (28), and #humantrafficking (28). Less frequently used hashtags included #WHChat
(8) and #Obama (7).

The second major cluster included hub users who were conservative bloggers. In this cluster
the most frequently mentioned URL domains were the conservative nationalreview.com (which
appeared in 35 hyperlinks), washingtonpost.com (15), the conservative blog commonamerican-
journal.com (12), the blogging host site blogspot.com (9), google.com (8), and the conservative
think-tank heritage foundation herit.ag (8). The top mentioned users were @jonahnro (the
account for Jonah Goldberg, a writer for the Tyranny Blog for the conservative National Review;
30 mentions), @barackobama (13), @amandacarpenter (the account for Amanda Carpenter, the
author of Pickpocket: How big-government regulations, bureaucracy, taxes, and out-of-control
spending rob the taxpayer; 13 mentions), @heritage (the account for the Heritage Foundation, a
conservative think-tank; 9 mentions), @realdonaldtrump (the official Twitter profile for Donald
Trump; 8 mentions), and @beesnguns (the account for a writer for the blog Common American
Journal that intends to “inspire our fellow Patriots;” 8 mentions). The single most popular hashtag
was #tcot (Top Conservatives on Twitter; 17 times).

The third cluster included hub users with a liberal orientation as well as traditional media
outlets. Fewer hyperlinks appeared in this cluster. The most frequently mentioned domain
name, nationalreview.com, was found in 15 hyperlinks. Others were even less frequently men-
tioned: google.com (10), twitter.com (5), marketwatch.com (a business news aggregator; 4),
publicpolicypolling.com (a polling website; 4), usa.gov (4), and ncpssm.org (National Committee
to Preserve Social Security and Medicare; 4). The most frequently mentioned hashtags were
#WHChat (White House Chat; with 31 uses), #ObamaDerangementSyndrome (15), and the
liberal hashtag #p2 (12). The most mentioned users were @ericboehlert (the account for Eric
Boehlert, a Senior Fellow at Media Matters for America; 37), @jonahnro (the account for Jonah
Goldberg, a writer for the conservative National Review; 15), @markknoller (the account for
Mark Knoller, a CBS News White House Correspondent; 14), @childerbrant (the account for
Chris Hilderbrant, a civil rights activist; 12), and @barackobama (9).

In the January 28 data set, we identified two major clusters. One cluster contained hub users
identified as conservative leaning. The top domain names in hyperlinks mentioned in this cluster
were sites often used for user-generated content, including google.com (17), youtube.com (11),
twitlonger.com (8), and blogspot.com (5). The most frequently mentioned users in this cluster
were @barackobama (13), @cspanwj (the account for the C-SPAN morning call-in program;
10), @jjauthor (the account for Janie Johnson, who self-describes as someone who “takes a stand
for conservatism, patriotism & optimism”; 8), @barry_o44 (a conservative Twitter user; 7), and
@nicksreport (self-described as a “Reagan Republican”; 7). The top hashtags used in tweets from
were #tcot (54), #p2 (16), #tlot (Top Libertarians on Twitter; 13), #twisters (representing female
conservatives on Twitter; 12), and #ocra (the Organized Conservative Resistance Alliance; 11).
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216 I. HIMELBOIM ET AL.

We identified the second largest cluster based on its liberal-leaning hubs. The top domain
names used were youtube.com (9), epi.org (the liberal Economic Policy Institute; 6), nytimes.com
(6), blogspot.com (5), and barackobama.com (4). The most mentioned users were @barackobama
(17), @21stprincipal (self-described as “an occasional foray into liberal politics”; 13),
@brian8473 (self-described liberal; 6), @march4teachers (a teacher; 6), and @eacheronthemic
(an account that was removed from Twitter; 6). The most popular hashtags were #wtf (6) and
#Obama (5).

In response to the third research question, hashtags, hyperlinks, and top mentioned users who
are associated with right-wing political views appeared together in clusters. We found that their
left-wing counterparts were present in mixed clusters that included hashtags, hyperlinks, and top
mentioned users associated with traditional media. This mix may reflect a common perception by
conservative individuals that mass media like the New York Times and the Washington Post hold
liberal views. See Table 2.

DISCUSSION

This paper proposes a Selective Exposure Cluster method for the network analysis of large social
media log data which can identify clusters that have common discussion topics. Network analysis
of large data sets that capture actual self-exposure of users to one another’s content addresses the
limitations of other commonly used methods. While survey research has internal validity limita-
tions that result from personal reporting, experiments face external validity issues caused by small
samples and controlled settings. This network-based SEC method, therefore, is novel as it allows
for the examination of actual activity of large groups of individuals. It also examines patterns
of selective exposure in the naturally occurring boundaries of personal selection of information
sources and social interactions beyond the social horizon of one’s immediate contacts. We first
evaluate the indicators used here to identify selective exposure and follow with a discussion of
the advantages of the SEC method and its limitations. We conclude with a short discussion of the
specific network analyzed here.

Evaluation of Selective Exposure Indicators

We used clusters, hubs, hashtags, hyperlinks, and top mentioned usernames as indicators for
selective exposure. Cluster analysis produced sufficiently high modularity values for these net-
works to indicate a sufficient degree of cluster separation. A comparison of the links sent within
and across the major clusters also supports the existence of distinct clusters. We also found hub
users to be consistent indicators of selective exposure across the three data sets. Based on the
limited data analyzed here, top-mentioned users and hashtags seem to be better indicators for
selective exposure, as they also indicated consistency of exposure to content with references
particularly to one side of the political spectrum. When examining websites that users posted
hyperlinks to, two challenges emerged. First, the total numbers of domain names mentioned were
often low. Second, many of the most frequently used sites were the popular user-generated content
distribution platforms, such as YouTube. While an interesting finding in itself, its contribution to
our selective exposure questions is more limited. Broadly, we did not use statistical analyses here
for two main reasons. Whereas thousands of users formed the networks that we analyzed in this
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study, our main unit of analysis is a network cluster. Consequently, the number of units—seven
different clusters—is not large enough for a meaningful statistical analysis. Second, for many of
the indicators, the descriptive analysis was clear-cut. Hubs in any given cluster were either all
conservative or a mix of liberal and media. In other words, there was no indication of a mix of
liberal and conservative hubs. That said, for the purposes of illustrating our SEC method, analysis
of these data sets is sufficient. By applying this method to a larger number of topic-networks,
which will generate a larger number of clusters, we will be able to test significant differences in
exposure to politically oriented information sources on Twitter.

Strengths and Limitations of the SEC Method

The SEC method stands on two legs: the use of large volumes of log data and the application of
network analysis. Large amounts of data about social media activities are increasingly available
to researchers. NodeXL is not the only tool to collect data; however, its vital added value is cap-
turing the relationships among the users who posted content on social media spaces—in this case,
Twitter. Unlike surveys that capture personal-reported activities (i.e., Chaffee et al., 2001; Stroud,
2008), which can lead to a variety of potential validity issues, log data capture actual behavior and
preferences in information selection. Experiments (e.g., Knobloch-Westerwick, 2012) capture
individuals’ actual activity, but for a small number of individuals, lead to low external valid-
ity. Network analysis identifies patterns of personal exposure of subgroups of users, and detects
clusters—the social boundaries of information exposure and flow that users form when follow-
ing, mentioning, and replying to one another on Twitter. These clusters are the unit of analysis of
selective exposure, providing the indicators of selective exposure we discussed above. A cluster
also captures users who are exposed indirectly to hubs, as users are closely interconnected to one
another and often retweet messages. Expanding selective exposure beyond direct contact, then, is
another novelty of this SEC method.

The proposed SEC method also has important limitations to consider. First, it identifies selec-
tive exposure but does not explain why it takes place. An experiment remains a better way to
identify causal relationships. That said, future studies may improve our understanding of the
conditions under which selective exposure occurs on Twitter and other social media via longi-
tudinal topic-network analyses. Second, each data set captured a snapshot of interactions among
roughly one thousand users who participated in each discussion. This poses a problem of external
validity. The data are not a sample. The data set contains all users who participated in the dis-
cussion about a given topic and contributes to the method’s external validity. However, snapshots
of these crowds, like photographs, miss users who were active at different times. We address
this concern at two levels. One indicator of selective exposure, hubs, are expected to take an
active role in the discussion. Users who did not participate frequently enough to be captured in
this data may not be as central to the conversation. We also propose capturing data sets across
longer periods of time. In our case study, discussions were linked to a scheduled event, so we
captured data for three sequential days around that event. To examine ongoing discussions, it
may be necessary to sample messages for longer periods of time. Also, we did not examine
the content of messages, exploring only their unique characteristics of Twitter messages, that is,
hashtags, hyperlinks, and mentioned user names. Finally, an analysis of existing data logs does
not allow us to interact with users to gain a more in-depth understanding of their motives, atti-
tudes, and reasons for selecting information sources and conversation partners. A survey remains
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220 I. HIMELBOIM ET AL.

a good methodology for these questions. That said, as NodeXL collects tweets as well, while this
method analyzes only the connections, it would be a relatively simple matter to use other soft-
ware (e.g., LIWC) to code different kinds of content and see whether that has any relationship to
network structures.

Case Study: Selective Exposure in the State of the Union Twitter Discussion

Our study provides support for earlier concerns about a process of "echo chambers," where selec-
tive exposure to information sources leads to fragmented interactions and divided clusters in
which people tune in to a narrow scope of news and views (van Alstyne & Brynjolfsson, 1996;
Sunstein, 2006). The clusters created when Twitter users differentially link to people with shared
viewpoints is an indication of selective exposure. Users can see messages from users in their own
cluster more easily than from users in other clusters. In each of the three days that followed the
State of the Union speech, we identified two clusters, which we interpret as “red” (conservative)
and “blue” (liberal). In the “red” clusters, the major hubs were users who self-identified as conser-
vatives and were not associated with major media organizations or other major institutions. The
most frequently mentioned hashtags in these clusters had a conservative orientation (e.g., #tcot),
and the most mentioned users self-identified as conservatives. Many of the most frequently used
domain names in hyperlinks were associated with generic Internet platforms that allow users to
share a wide range of content (e.g., YouTube). However, the other popular websites referenced in
these tweets had a clear conservative political orientation (e.g., the National Review). The “blue”
clusters were distinctly different, illustrating a group with exposure to a mix of liberal and main-
stream media organizations, (e.g., CBS’s Mark Knoller and Eric Boehlert from the progressive
Media Matters for America watchdog). These observations support earlier studies suggesting that
conservatives and Republicans showed greater tendency to seek opinion-reinforcing information
than Democrats and liberals (Iyenger, Hahn, Krosnick, & Walker, 2008). The “blue” clusters, in
contrast, contain a mix of hashtags, hyperlinks, and top-mentioned usernames in terms of their
political leaning, mixing left-wing and mainstream media. The “red” clusters, in contrast, showed
more right-wing homogeneity. One explanation could be a lack of trust of traditional news outlets
by conservative users.

Network analysis of Twitter discussions shows that while clusters were distinct, they were not
completely isolated from one another. Modularity levels were in the medium range, and while
percentages of links across clusters were low, they were not zero. This suggests that while users
are primarily exposed to content shared by their cluster mates, there is a limited exposure to
content from outside a cluster. In other words, while many users do not actively expose them-
selves to diverse sources of information, they may be indirectly exposed to content from diverse
sources. This is encouraging, as earlier studies suggested that users’ selective avoidance is not as
prominent as selective exposure (Garrett, 2011; Garrett et al., 2011; Parmelee & Bichard, 2012).

CONCLUSION

We have provided a step-by-step method for detecting patterns of selective exposure using net-
work analysis of social media data. The authors hope that researchers will use the proposed SEC
method to complement existing methods to better explore selective exposure in their areas of
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TWEETING APART 221

interest. For example, in political communication, researchers can continue to explore selective
exposure to like-minded individuals and hubs. In health communication, exploring patterns of
selective exposure to accurate versus inaccurate information can be valuable. In international
communication, researchers can examine the selective exposure to news via Twitter based on
countries of origin using the SEC method. This SEC method has advantages and weaknesses
compared with other methods used in the field. We hope researchers can use it to expand our
understanding of selective exposure in a wide range of areas of communication.
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