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Abstract 

Time-series forecasting has a large number of 
applications. Users with a partial time series for 
auctions, new stock offerings, or industrial processes 
desire estimates of the future behavior. We present a 
data driven forecasting method and interface called 
Similarity-Based Forecasting (SBF). A pattern 
matching search in an historical time series dataset 
produces a subset of curves similar to the partial time 
series. The forecast is displayed graphically as a river 
plot showing statistical information about the SBF 
subset. A forecasting preview interface allows users to 
interactively explore alternative pattern matching 
parameters and see multiple forecasts simultaneously. 
User testing with 8 users demonstrated advantages and 
led to improvements. 

 
Keywords--- Forecasting; time series; river plot; 

simultaneous previews; visualization; user 
interfaces. 

1 Introduction 

Forecasting is important in our everyday life. We 
need to predict the likelihood of success when we sign 
contracts, make investments or buy products. When the 
future is uncontrollable and uncertain, forecasting is 
needed. Planning and forecasting are related in that 
plans may need to be altered according to forecasts. 
Armstrong contrasts their difference as "planning is 
about how the future should look like, while 
forecasting is about how the future will look like" [1]. 

Among the different types of forecasting, time-
series forecasting is the most common and has the 
largest number of applications [1]. Researchers have 
paid much attention to improve forecasts and their 
accuracy; however, little attention has been given to 
the visualization and the user interaction. Interactive 
exploration of forecasts has the potential to enable 

understanding of interesting phenomena that are hard 
to attain with the existing practices and approaches. 
The visualization and exploration of time series has 
been studied extensively but challenges remain [13]. A 
recent innovation uses the focus+context technique 
[10] particularly useful for spotting (ir)regularities. 

Classic statistical approaches for time series 
forecasting are either model-based (e.g., ARIMA 
models) or data-driven (e.g. exponential smoothing). 
Each approach has its advantages, and they are both 
popular in practice. Both focus on a single time series, 
and typically base the forecast on extrapolation. An 
alternative approach, (econometric model), assumes a 
causal relationship between the time series of interest 
and a set of other related time series (e.g., forecasts of 
daily traffic conditions may use information of 
temperature time-series). Previous work has not used 
historical time series that represent the same 
phenomenon (which can be considered replications). 

 We propose a new similarity-based data-driven 
forecaster built on top of TimeSearcher [4], a time 
series visualization tool. Users conduct a pattern 
matching search in a dataset of historical time series, 
and generate a subset of curves similar to the partial 
time series to be forecasted. The forecast is displayed 
graphically as a river plot showing statistical 
information about the similarity-based subset. A 
preview interface allows users to interactively explore 
changes of pattern matching parameters and see 
multiple forecasts simultaneously. 

We first present the TimeSearcher 3 interface and 
the auction dataset used as an example. We then 
describe the river plot and the forecasting interface. We 
introduce an interactive simultaneous preview interface 
that assists users in understanding the impact of the 
parameters used in the forecasting. Finally, we describe 
the changes we made based on user testing. 
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2 TimeSearcher 3 Interface 

TimeSearcher is a time series visualization tool 
that allows interactive exploration of time series data 
[7], [4]. Examples of data include weather, air quality 
measures, oil well production, online auctions, and 
stock prices. For each one (e.g. an auction), 
TimeSearcher displays multiple time series 
representing multiple variables (e.g. price, price 
velocity, and price acceleration). TimeSearcher can 
also associate each item to a set of attribute data 
(metadata) that remain constant over time (e.g. seller 
rating or auction start day). 

 
Figure 1 TimeSearcher 3 displaying 158 Palm 
eBay auctions with price and velocity curves, 

values table and auction attributes 

2.1 Auction Dataset 

The example dataset used in this paper contains 
158 eBay auctions for a new Palm m515. The raw 
auction data consist of the bid history, which describes 
the temporal sequence of bids placed over time, and 
auction metadata (seller ID, buyer ID, seller’s rating, 
item sold and its characteristics, etc.). Forecasting the 
closing price of an auction based on the time series of 
bids placed at the beginning of the auction is of 
interest. This time series consists of individual bid 
values placed at irregularly spaced time intervals. 
Managing irregularly spaced times series is 
challenging, and many options exist to visualize them 
[3]. For these data we chose to move from unequally 
spaced points into a continuous price curve by using 
penalized smoothing splines, which can be sampled at 
evenly spaced intervals [12]. This functional approach 
readily yields other important measures of the price 
curve dynamics, like its velocity or acceleration, giving 
us three variables to display in TimeSearcher 3. Price 

dynamics have been shown to be important predictors 
when forecasting the auction price [9], [15]. All 
auctions in this dataset are 7-day auctions so no 
rescaling is needed. After smoothing the raw data, the 
curves are sampled at 100 time points. 

Figure 1 shows the main view of  TimeSearcher 3, 
i.e. the “Variables” view. The top panel shows the 
evolution of price for each auction over time. The 
second panel shows the velocity, that is, the first 
derivative of price curves. Users can add other panels 
for other variables. The selected auction appears blue 
in the timelines and in the table of attributes (bottom 
right). The top right table shows the current price of the 
selected item (auction) at each time point. 

 TimeSearcher3 allows users to zoom in the areas 
of interest and review attribute values and time series 
values. The exploration is facilitated by highlighting as 
well as interactively filtering the time series. Users can 
filter items by drawing one or more TimeBox widgets 
directly on the lines (Figure 2). Only items whose time 
series passes through the TimeBoxes are kept and the 
others are filtered out [7]. The items table is updated 
accordingly. Another widget, called SearchBox, allows 
users to mark a pattern in one line and find items with 
similar patterns at any time in the series [4], [12]. 

 
Figure 2 Filtering to see only auctions that 

started at a low price and ended on a Monday 

Users may also filter using attribute values. They 
can sort the items list and select the items they want to 
keep and filter out the unselected items, or they can use 
the filter attribute window, accessible from the menu, 
to specify the desired range of attribute values to be 
kept, and filter out the rest of items. Auctions in Figure 
2 are sorted according to the “End day” attribute. 
Those that end on a Monday are selected and all the 
remaining auctions are filtered out using “Filter 
Unselected” in the menu (their color is light grey). 
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Figure 3 River plot of filtered items of Figure 2 

3 The River Plot View 

As the number of items increases, overlapping 
becomes a problem so we included a summary 
visualization called river plot, accessible in a separate 
tab below the toolbar. It shows summary statistics of 
the time series values (Figure 3). The four visible 
regions are bounded from bottom to top by the 
minimum, 25th percentile, median, 75th percentile and 
the maximum value curves. A separate river plot is 
shown for each variable.  

The river plot view of the filtered view in Figure 2 
is displayed in Figure 3. The statistics for attributes of 
the items, such as minimum, standard deviation, etc. 
are visible by switching to the attribute statistics tab at 
the bottom right corner. The river plot provides a rapid 
understanding of the distribution of time series values 
of the whole or part of the dataset. For instance, Figure 
3 shows that variability is low at the beginning and at 
the end, while high in the middle. This suggests that 
Palm m515’s all pretty much sell at the same price 
although the price in the middle varies greatly.  

4 Forecasting 

Having a database of similar historical time-series 
(auction price curves, medical records, meteorological 
data, etc.) and a partial time series, it is possible to base 
a forecast on the historical data at hand. As stated in 
the introduction, there are basically two approaches for 
forecasting: model driven and data driven. The model 
driven approach is based on fitting a model to the time 
series, based on the specific domain. The data driven 
approach identifies patterns in the current time series 
and uses those to extrapolate into the future. We take a 
data driven approach, but rather than extrapolating the 

partial time series using its past, we compare it with 
historical time series in order to find similar behavior 
in the database. This assumes that the partial time 
series behaves similarly to the historic time series. This 
approach requires the adoption of similarity algorithms 
and it assumes that exceptional events are excluded 
and that all possible events are represented in the 
historic database. Since a data-driven approach 
requires larger datasets than model driven methods, the 
historic dataset must include a sufficient number of 
records. The data driven approach is domain 
independent, and enables automated forecasting. 

 

Figure 4 Forecasting interface: red 
represents the forecast. The median of the 
subset of matched items during the period 
used for matching is brown, while the median 
before this period is black 

To obtain a forecast, users first select a partial time 
series to be forecasted (the source). Users then decide 
if the entire database should be used for forecasting, or 
a subset of it. In our auction example, a user trying to 
forecast a 7-day auction that ends on a Monday might 
choose only 7-day auctions that end on a Monday. 
Figure 2 shows the filter made by the user.  

Running the similarity search produces a subset of 
similar items, the SBF subset, which is displayed to the 
user. It can be reviewed either in the variable view or 
the river plot view. The median of the river plot of this 
SBF subset is the forecast, while the minimum, 
maximum, the 25th and 75th percentile indicate the 
statistical distribution of the SBF subset, which 
visually indicates the forecast uncertainty.  
Figure 4 shows TimeSearcher 3 with the forecasting 
window overlapping on the top right. Users can select 
a file as the source and set time bounds for the forecast 
by specifying the time interval within the time series 
that should be used. The river plot in Figure 4 is based 
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only on the SBF subset. The median of the SBF subset 
is colored in black, brown and red. The red part is the 
forecast. The brown part is the median of the SBF 
subset during the period used for matching, while the 
black part is the median before this period. Similarity 
algorithms have many parameters that affect which 
items will be found similar and remain in the SBF 
subset and those parameters need to be selected.  

Users can select one or more variables of the 
dataset for the search algorithm to consider. When 
more than one variable are selected, they are used 
conjunctively. In other words, for a time series to be in 
the SBF subset, it must match the pattern in all the 
variables selected. In addition, users can dynamically 
change the setting of the other pattern matching 
parameters, which are the similarity algorithm, the time 
interval to be considered for matching, the tolerance, 
and the data transformations applied (See [4] for the 
details of the transformations and similarity 
algorithms.). The effect of those changes is reflected 
immediately on the display, which facilitates 
experimenting with choices of parameters. Users can 

see how the forecast changes as they change the 
tolerance (i.e. acceptable distance from the source), the 
search algorithm, or the transformations and 
normalizations applied. This feature was greatly 
appreciated by users who used the interface. We 
believe that users are more likely to get a sense of the 
forecast variability and robustness by comparing 
forecasts produced with different choices of 
parameters. Some users commented that seeing the 
changes gives a more realistic understanding of the 
uncertainty involved in forecasting. 

Observing users interacting with TimeSearcher 2 
revealed that exploring all possible choices of 
parameters is a challenge. Tests are done one at a time, 
and there is no easy way to compare different forecasts 
to estimate differences. Unless users are experts in the 
similarity algorithm used, they opportunistically try 
variations and are rarely able to predict how different 
parameters will influence the forecast. Those 
observations led to the design of a forecasting preview 
interface, which allows users to systematically see the 
results of multiple parameter variations at once. 

Figure 5 – The simultaneous preview interface. The top left area shows the current selection The 
bottom left area contains the options the user can select. The right area is the preview area, that 
contains the Tolerance Spectrum Preview (on the top) and the preview of binary parameters (in 
this figure is shown the combined view, composed by both the variable view and the river plot)

5 Simultaneous Preview Interface 

Our initial inspiration for the simultaneous 
preview interface was a photo retouching tool. Adobe 
Photoshop has a “Variations” interface [2], which 
allows users to see multiple previews in order to 
choose parameters. In addition, the ability to view 

multiple previews of different forecast settings should 
allow users to select better parameters. Early research 
on Side Views [14] introduced the idea of a context 
sensitive set of previews, also in the context of 
graphics editing. When users browse the menu entries, 
a “side view” appears in a tool-tip like fashion, 
showing what will happen if the highlighted menu item 
is selected. In [8] and [11] other novel ways of 
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presenting dynamic previews are shown. We 
implemented a similar approach for forecasting. 

The interface shown in Figure 5 is divided into 
three main areas: the option panel (bottom left), the 
current selection (upper left) and the preview area 
(right). In the option panel, users can select values and 
choose which parameter to vary in the previews. For 
each parameter there is a “Show Preview” checkbox. 
When clicked, the corresponding preview panel is 
added in the preview area. The preview can handle 
continuous parameters (such as the tolerance - that is 
the similarity factor, or the start and end point of the 
pattern to be matched) and sets of binary parameters 
(such as all possible transformations). In the case of 
continuous parameters the panel shows several 
previews taken at various steps in the full range that 
the parameter can assume. In the case of binary 
parameters, the preview panel shows two series of 
panels for all possible combinations of the binary 
parameters. For each combination users can see either 
the river plot or the variable view or both at the same 
time. In Figure 5, the Tolerance Spectrum preview 
panel and the Search Settings preview panels are 
activated. The interface allows users to quickly glance 
over different forecasts with different settings. In the 
Tolerance Spectrum panel, users can see the forecast at 
different tolerance values. The simultaneous preview 
panel of Figure 5 shows that the biggest difference is 
between 0% and 20% tolerance (so users might decide 
to zoom on 10% to see what exactly is changing in 
further detail). In the two panels below, users preview 
different combinations of search settings (using the 
“Show all Combinations” checkbox – the other 
parameters used for those forecasts are those currently 
selected in the option panel). With all transformation 
applied, the forecasted final price is $230.2, whereas 
with only two of those settings (in the second panel), it 
is $252.3, a significant difference. 

The combined view, displaying both the river plot 
and the variable view, shows users exactly on which 
items the forecast is based (those items that were 
deemed similar by the search algorithm), thereby 
allowing them to base decisions on the visible results. 
Users can zoom in on sections and change the 
beginning and end of the pattern to be matched (top 
left area of Figure 5). 

5.1 User Testing 

We collected feedback from a total of eight users 
in two rounds of testing. Users interacted with the 
preview interface without training for about 15-20 
minutes using a think aloud protocol and then 
summarized the problems they encountered. All users 
were university students but only two were computer 
science students. Only one user had experience with 

TimeSearcher. Several usability issues arose in the first 
round of testing. These were addressed and led to the 
version described in section 5. For example, in the 
initial version, instead of having boxes labeled “Past” 
and “Future” in the top left current preview panel, we 
had “Pattern” (enclosing only the brown part, i.e. the 
match period) and “Result” (enclosing the red part, i.e. 
the forecast) boxes,  but this was not well understood. 
Some users also had problems recognizing the meaning 
of the two different colored lines in the current preview 
panel, so color was used more consistently in all panels 
and used for labels as well. Due to the high number of 
previews displayed simultaneously, some users asked 
for a better way to know which parameters affected 
forecast, so we added a tooltip with this information. 

Most of the users agreed that seeing many 
previews at once helped them to forecast time series 
more easily and accurately. Some users commented 
that they wanted to see how the parameters affected the 
results instead of having to experiment with many 
settings. Still, novice users had difficulties in noticing 
the often subtle differences between the various panels, 
so future work could focus on adding tools and features 
that assist users in judging the outcomes of the 
forecasts. More experienced users wanted future 
versions to display even more previews simultaneously 
and to filter the results so that the more relevant ones 
are more easily presented. Further work might support 
faster pattern search algorithms. 

5.2 Discussion  

When we presented the river plot interface with 
previews to users, we noticed that they were surprised 
by the variations when parameters were adjusted. In 
fact, several users commented that seeing only one 
result from the first trial (using an initial set of 
parameters) could easily mislead them to believe that 
they saw the definitive forecast. However, being able 
to vary the parameters and rapidly see the changes 
allowed them to gauge the variability of the results and 
select better parameters. Nevertheless, it is clear that 
the simultaneous preview interface is complex and can 
overwhelm some users. Obtaining a forecast as a quick 
guess is fairly easy, but fully understanding the 
subtleties of parameter selection remains a challenge. 

Currently, we are considering the forecast for one 
data source. Future work could consider multiple (non-
overlapping) sources. A further addition to this could 
be to assign weights to each time interval, which will 
affect the similarity measure.  

The time series of items used here are smoothed 
curves, which introduces some uncertainty that may be 
introduced during the acquisition, transformation, and 
visualization [6], [16]. A further direction could be 
reducing uncertainty in visualization. 
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Finally, another future direction could be to 
combine forecasts [1], [5]. Using different search 
algorithms produces different forecasts. Combining the 
forecasts resulting from each algorithm may increase 
the accuracy.  

Conclusions  

Similarity-Based Forecasting (SBF) is a data 
driven forecasting method that uses the similarity of 
the series to be forecasted with a set of similar 
historical time series. The enhancement of 
TimeSearcher 3 with the river plot view and the 
forecasting tool shows the applicability and feasibility 
of this approach. The forecasting preview allows users 
to look at many combinations simultaneously. Users 
conduct a similarity search to select a subset of similar 
items from a time series dataset. The assumption is that 
the dataset represents the same phenomenon as the 
forecasted item. Alternatively, users may filter the 
dataset to arrive at a relevant subset of similar time 
series and then continue with the forecasting process. 
The median of this subset becomes the forecast, while 
the minimum, maximum, 25th and 75th percentile 
indicate the statistical distribution of the dataset, which 
visually indicates the uncertainty associated with the 
forecast. The similarity search has several options and 
parameters that affect which items the subset will 
contain. Those options and parameters are the search 
algorithm, the subsequence of the forecast source to be 
used for similarity, transformations to be applied, the 
tolerance for matching, and the variables to be 
considered for the pattern search.  

We believe that this work provides a basis for 
further research on building effective user interfaces 
for exploratory time series analysis and forecasting. 
We reinforce previous work that shows benefits if 
users can view multiple forecasts simultaneously. 
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