INTERFACE

Tools, techniques,
and concepts to
optimize user
interfaces.

Editor:Bill Curtis

Softwore Engineering Instifute
4500 Fifth Ave.

Pittshurgh, PA15213-3890
Intemet curlis@sei.cmu.edu

Ben Stmeiderman, University of Maryland

BEYOND INTELLIGENT
MACHINES: JUST DO IT!

It seems that you can hardly go to a computer confer-
ence without seeing a videotape of a futuristic computer
system that talks o you from a wall, desk, or some yan-
dom appliance. Is this the interface of the future? Over
the last decade, Ben Shneiderman, bead of the Univer-
sity of Maryland’s Human-Computer Intevaction Lab-
ovatory and author of Designing the User Interface:
Strategies for Effective Human-Computer Inter-
action (Addison-Wesley, 1992), bas been the muost force-
ful woice against anthropomorphic interfaces. He ar-
gues that users want a sense of direct and immediate
control over computers that differs from bow they
interact with people. He presents several examples of
these predictable and controllable interfaces developed
in the lab at UM.

—Bill Curtis

THE VISION OF COMPUTERS AS INTEL-
ligent machines is giving way to one based on the use
of predictable and controllable user interfaces. The
computer appears to vanish, and
users directly manipulate screen
representadons of familiar objects
and actions to accomplish their
goals. Predictable and controllable
interfaces have certain desirable
qualities that let users

+ Have a clear mental model
of what is possible and whatwill
happen in response to each ac-
tion.

¢ Repeat desired sequences of
action to achieve their goals.

¢ Recover from errors easily.

¢ Alter the interface to suit
their needs.

None of these qualities are
found to the same degree in intel-
ligent machines. Indeed, users
often don’t know what the machine is going to do
next.

But a more troubling issue is the choice of
“intelligent” as a label for technology. The obvi-
ous comparison is to humans. But is this neces-
sarily a good thing? The metaphors and termi-
nology we choose can shape the thoughts of
everyone from researchers and designers to
members of Congress and the press. We have a
responsibility to choose the best metaphor pos-

RATHER THAN
PURSUING THE
INTELLIGENT-
MACHINE
METAPHOR,
WE SHOULD BE
LOOKING AT
PREDICTABLE
CONTROLLABLE
INTERFACES.

sible for the technology we create.

WHY NOT INTELLIGENT? I am opposed to labeling
computers as “intelligent” for several reasons. First,
such a classification limits the imagination. We
should have much greater ambition than to make a
computer behave like an intelligent butler or other
human agent. Computer-supported cooperative
work, hypertext/hypermedia, multimedia, informa-
don visualization, and virtual reality are powerful
technologies that enable human users to accomplish
tasks that no human has ever done. If we describe
computers in human terms, we run the risk of limit-
ing our ambition and creativity in the design of fu-
ture computer capabilities. In the same way that
most of us have learned to use terminology not spe-
cific to any gender, we should now learn not to limit
designers of computers with the tag “intelligent” or
“smart.”

Second, the qualities of predictability and con-
trol are desirable. If machines are
intelligent or adaptive, they may
have less of these qualities. Usabil-
ity studies at the University of
Maryland show that users want
the feelings of mastery, compe-
tence, and understanding that
come from a predictable and con-
trollable interface. Most users
seek a sense of accomplishment at
the end of the day, not the sense
that some intelligent machine
magically did their job for them.

Another reason I'm concerned
about this label is that it limits or
even eliminates human responsi-
bility. I am concerned that if de-
signers are successful in convine-
ing the users that computers are

intelligent, then the users will have a reduced sense
of responsibility for failures. The tendency to blame
the machine is already widespread and I think we
will be on dangerous ground if we encourage this
trend. As part of my work, I collect newspapers
articles about computers, some of which bear the
headlines “Victims of Computer Error Go Hun-
gry,” “IRS Computers Err on Refund Reports,”
and “Computers That ‘Hear’ Taking Jobs” — all
of which seem to absolve human operators by
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implicating the machine.

Finally, I have a basic philosophical objec-
ton to the “intelligent” label. Machines are
not people, nor can they ever become so. For
me, computers have no more intelligence
than a wooden pencil. If you confuse the way
you treat machines with the way you treat
people, you may end up treating people like
machines, which devalues human emotional
experiences, creativity, individuality, and re-
ladonships of trust. T know that many of my
colleagues are quite happy to call machines
intelligentand knowledgeable, but I prefer to
treatand think about machines in very differ-
ent ways from the way Ltreatand think about
people.

LEARN FROM HISTORY. While some produc-
dve work has been done under the banner of
“intelligent,” often those who use this term
reveal how little they know about what users
want or need. The user’s goal is not to inter-
act with an intelligent machine, but to create,
communicate, explore, plan, draw, compose,
design, or learn. Ample evidence exists of the
misguided directions brought by intelligent
machines:

¢ Natural-language interaction scems
clumsy and slow compared to direct ma-
nipulation and information-visualization
methods that use rapid, high-resolution,
color displays with pointing devices. Lotus
HAL is gone, Artificial Intelligence
Corp.’s Intellect hangs on but is not
catching on. Although there are some in-
teresting directions for tools that support
human work through natural-language
processing (aiding human translators,
parsing texts, and generating reports
from structured databases) this is differ-
ent from natural-language interaction.

¢ Speech 170 in talking cars and vending
machines has not flourished. Voice recogni-
tion is fine for handicapped users and special
situations, but doesn’t seem to be viable for
widespread use in office, home, or school set-
tings. Our recent studies suggest that speech
170 has a greater interference with short-
term and working memory than hand-eye
coordinatdon for menu selecdon by mouse.
Voice store and forward, phone-based infor-
mation retrieval, and voice annotation have
great potential but these are not intelligent
applicadons.

¢ Adaptive interfaces may be unstable
and unpredictable, often leading users to
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worry about what will change next. Tsce only
amodest chance for success in user modeling
to recognize the level of expertise and auto-
matically revise the interface accordingly —
can anyone point to successful studies or
commercial products? By contrast, user-con-
trolled adaptation through
control panels, cruise con-
trol for cars, and remote
controls for TV are success
stories. While algorithms to
deal with dynamic issues in
network and disk-space
management are needed,
the user should directly
control the application
program’s task-domain
and user-interface issues.

¢ Intelligent computer-
assisted instruction, as com-
pared to traditional CAI,
served only to prolong the
point at which users felt they were victims of
the machine. Newer variations such as intel-
ligent tutoring systems are giving way to in-
teractive learning environments, in which
students are in control and actively creating
or exploring.

¢ Intelligent, talking robots with five-fin-
gered hands and human facial features
(quaint fantasy that did well in Iollywood
butnotin Detroit) are mostly gone in favor of
flexible manufacturing systems that enable
supervisors to specify behavior with predict-
able results.

It seems that some designers contdnue to
ignore this historical pattern and still dream
of creating intelligent machines. It is an an-
cient and primitive fantasy, and it seems
most new technologies must pass through
this child-like animistic phase. Lewis
Mumford identified this pattern (Technics
and Civilization, 1larcourt Brace, 1934)
when he wrote “the most ineffective kind
of machine is the realistic mechanical imi-
tation of a man or another animal ... for
thousands of years animism  has stood in
the way of ... development.”

REALIZING A NEW VISION. T sce a future
filled with powertul, but predictable and
controllable computers that will genuinely
serve human needs. Visual, animated, color-
ful, high-resolution interfaces will be built on
promising strategies like informatve and
continuous feedback, meaningful control

pancls, appropriate preference boxes, user-
sclectable toolbars, rapid menu selecton,
casy-to-create macros, and comprehensible
shorteuts. Users will be able to specify rapidly,
accurately, and confidently how they want
their c-mail filtered, what documents they
want retrieved and in what
order, and how their docu-
ments will be formatted.

IF YOU TREAT
MACHINES LIKE
PEOPLE, YOU'RE
LIKELY TO END
UP TREATING
PEOPLE LIKE
MACHINES.

APPUCATION. Our Hu-
man-Computer Interac-
tion Laboratory has applied
these principles to informa-
don-visualizadon methods
that give users X-ray vision
to sce through their moun-
tains of data. Techniques in-
clude tree maps and dy-
namic queries.

& ‘lice maps. 'lree maps
let users see (and hear) two to
three thousand nodes of hierarchically struc-
tured information by using every pixel on the
display. Each node is represented by a rec-
tngle whose location preserves the logical
tree structure and whose area is proportional
to one of its atributes. Color represents a
second attribute and sound a third.

Brian Johnson and David Turo of UM are
applying tree maps to Macintosh directory
browsing. Figure 1 shows a screen from
TreeViz, an interface that uses this technique.
Users can set area to file size, color to applica-
tion type, and sound to file age.

When users first arv TreeViz they usually
discover duplicate or misplaced files, redundant
and chaotic directories, and many uscless files
or applications because they can now sce all
their files at once. They can then apply their
human perceptual skills to detect patterns
and exceptions with remarkable speed.

Tree maps have also been applied to the
management of stock-market portfolios,
sales data, voting patterns, and even sports
(in basketball alone, there are 48 statistics
on 459 NBA players, in 27 teams, in four
divisions).

& Dynamic quertes.”These animations let
you rapidly adjust query parameters and im-
mediately display updated result sets, which
makes them very effective when a visual
environment like a map, calendar, or sche-
matic diagram is availablc. The im-
mmediate display of results lets users more
easily develop intuitions, discover patterns,
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Figure 2. Dynamic HomeFinder lets users adjust sliders to express queries and see points of light, which represent homnies
Christopher Willimson of UM).
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for sale, come and go dynami

ration of new metaphors and visions of how
computers can empower people by present-
ing information, allowing rapid selection,
supporting personally specified automation,
and providing relevant feedback. Metaphors
related to controlling tools or machines such
as driving, steering, flying, dirccting, con-
ducting, piloting, or operating seem more
generative of effective and acceptable inter-
faces than intelligent machines. *

This colummn was prompted by discussion
between Mark Weiser and Bill Hefley;
stimulated by lively e-mail and personal
discussions with Paul Resnick, Tom Mu-
lone, and Christopher Fry at MIT; and re-
fined by comments from Catherine Plaisant,
Rick Chimera, Brian Jobnson, David Turo,
Richard Huddleston, and Richard Potter at
the Human-Computer Interaction Lab ar
" o . e the University of Maryland. I also appre-
Figure 3. Dynamic querics metbod applicd to home-real-cstate database but with textual output that is ciate Bill Curtis’s support of this vision.
I rewritten after each slides is adjnsted (written by Vinit Jain of UM). Thanks 1o all.
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